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ABSTRACT The length of hospital stay and its implications have a significant economic and human impact.
As a consequence, the prediction of that key parameter has been subject to previous research in recent
years. Most previous work has analysed length of stay in particular hospital departments within specific
study groups, which has resulted in successful prediction rates, but only occasionally reporting predictive
patterns. In this work we report a predictive model for length of stay (LOS) together with a study of trends
and patterns that support a better understanding on how LOS varies across different hospital departments
and specialties. We also analyse in which hospital departments the prediction of LOS from patient data is
more insightful. After estimating predictions rates, several patterns were found; those patterns allowed, for
instance, to determine how to increase prediction accuracy in women admitted to the emergency room for
enteritis problems. Overall, concerning these recognised patterns, the results are up to 21.61% better than
the results with baseline machine learning algorithms in terms of error rate calculation, and up to 23.83%
in terms of success rate in the number of predicted which is useful to guide the decision on where to focus
attention in predicting LOS.

INDEX TERMS Length of stay, hospital department, machine learning, decision tree, random forest.

I. INTRODUCTION
Extracting knowledge from databases is essential for organi-
zations, in both private enterprises and in government agen-
cies. If enterprises are able to recognise patterns or trends in
recurrent processes, then they will be able to direct resources
where they are needed, allowing amore efficientmanagement
of those available. Besides, the ability to predict events or spe-
cific behaviours within some level of confidence confers
additional benefits in terms of savings both at economic and
human levels or managing resources.

According to a study [9], healthcare systems generate large
amounts of administrative data about patients, departments,
medical material costs, bed availability, diseases, etc. This
study departs from readily available administrative data to
assess resource use in hospital systems. Concretely, a sub-
stantial amount of data stored in computer databases which,
after an adequate analysis, can be helpful to improve the
management of internal resources, to reduce costs savings,
improve patients care among other tasks. Besides, as claimed
by [22], to make a sustainable and successful integration
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of healthcare systems and, consequently, improve not only
management but the overall system, some of the main factors
to consider are patients’ needs, information systems data col-
lection and performance management. Therefore, innovation
should be a priority in health care, patients care and hospital
management.

A prolonged stay of patients in hospitals implies consider-
able costs and discomfort for patients. It also entails the need
for efficient use of resources and facilities for better planning
at forthcoming resources demands. These reasons motivate
in-depth studies that attempt to reduce the length of stay
(LOS) in hospitals, as pursued elsewhere by [6], [18] or [19].
Previous works have used hospital datasets to analyse LOS in
particular departments with specific cases, and focus on the
predictive effectiveness of the resulting models, but do not
take into account how the context can be used to improve the
models or gather additional insights. This research provides
a comprehensive approach to the problem using data from
all hospital departments in a large Spanish hospital located
in Madrid. The cohort consists of hospitalised patients in a
period that starts on June 1st, 2010 and ends on Septem-
ber 29th, 2015. Here we approach the problem in global
terms, analysing all hospital departments to get an overall
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idea of which departments are more appropriate to assign
more resources. So, predicting LOS in these departments
may support more effective management and enables a more
successful vision while searching for patterns about spe-
cific or generic cases in the patient’s health history.

In our research, machine learning techniques are applied
to hospital management in an attempt to optimise hospital
resources more efficiently within the departments, providing
an extra advantage in favour of patients and hospital entities.
Thus, we report our results on predicting LOS in all depart-
ments from a hospital and present additional patterns that may
complement the models with relevant insights.

Results show that the most effective hospital depart-
ments to predict LOS are Obstetrics, Ophthalmology and
Endocrinology. It can also be observed that the best results
in predictions are obtained by those supervised classification
algorithms based in tree-like structures or those based in
Radial Basis Function kernels (RBF). As said, some addi-
tional patterns were discovered, patterns related to specific
discoveries improving results inside some departments, like
the ones in the Cardiology department, where the results
were up to 23,83% better than in regular tests. These results
were obtained with the Decision Tree algorithm, in the same
way as [10] article. In this article, the best results were also
obtained in the Cardiology department with Decision Tree
and Support Vector Machines (as RBF) algorithms. Other
authors, as [14], also obtained the best results with tree-like
algorithms, Decision Tree C4.5 in this case.

The rest of this paper is structured as follows.
In Section 2, we provide a survey of previous related
research. Section 3 describes the dataset analysed and the
methods used to evaluate the initial situation, then discussing
the supervised machine learning techniques used and the
approach to compare the different hospital departments.
In Section 4, results are discussed, describing which hospital
departments are more appropriated to predict LOS. Finally,
Section 5 provides conclusions and outlook.

II. BACKGROUND
Adjusting LOS can save costs by reducing the resources ear-
marked for the purpose. The calculation of the number of days
that patients stay overnight in the hospital is usually made as
described elsewhere in [25]. In [9], they describe the factors
(e.g. age, type of admission, hospital type) with the most
substantial influence in predicting LOS. Both the research
of Freitas et al. and the one reported in this article share the
concern of drawing consequences to improve management
resources. However, Freitas et al. focus on the factors that
affect prediction, while this research focuses instead on the
specificities of hospital departments and attempts to deter-
mine which departments are the more promising to predict
more accurately the length of stay.

Similar to how other previous studies have been con-
ducted, we use different machine learning techniques to
predict LOS than found elsewhere. In other previous stud-
ies, some authors – [9], [24] or [6] – use regression, while

others –[3], [10] or [1] – apply classification techniques.
Although researchers seem to use classification techniques
predominantly, methodologies using decision trees with
generic hospital data have yielded better results than others
in previous studies, as it is stated in [1], a study where
decision trees also outstand. An algorithm often used is Ran-
dom Forest, which offers similar results to Decision Trees
in those cases that data maintains the appropriate balance
between bias and variance. For example, see [5]. In [12] also
compare the Random Forest algorithm and neural networks,
obtaining better results with the first one. Other outstanding
classificationmodels are Support VectorMachine algorithms,
which offer remarkable results ([10]) or KNN ([11]).

Regression algorithms also yield good results as shown
in [8]. These algorithms are commonly used to search for
behavioural patterns. In [3], it is verified that previous treat-
ments affect the number of days that patients must remain in
hospital. Instead, our study uses classification algorithms to
predict results and, depending on them, via analysis and data
mining, to obtain patterns based on previous results.

Supervised classification algorithms often try to figure out
the answer to a yes/no question, such as in the survey made
in [18], where they predict if a patient will remain in the
hospital more than a week. Our research could have yielded
better results by making groups of days instead of using
unique days, but the focus and the effort have been made to
search a group of medical specialties with best results. Hence,
in [8] determined if the LOS would be within a specific range
of days or not. Tables 1, 2 and 3 provide a summary of all the
referenced articles.

Another aspect common to many of LOS studies is that
they are limited to a specialization area only. Thus, the case
described in [20] targets patients admitted in the Intensive
CareUnit; [4] focus on LOS ofwomen diagnosedwith uterine
fibroid, a relatively common benign tumour found in female’s
reproductive organs; while in [15], LOS with inpatients in
psychiatric hospitals. We also noted that it is unusual to pre-
dict the exact number of days when calculating LOS. Instead,
it is more common to provide a range of days as the final
result (frequently classified as a short, medium or long stay),
defining these stays as specific intervals of days, e.g. in the
way reported in [21] or [7].

Other studies first analyse the hospital department with the
best results, to later identify behavioural patterns or param-
eters that would interfere with the LOS prediction. Thus,
in [10] the authors determine the variations in their results
when the diastolic blood pressure varies or when other sec-
ondary diseases exist. Also, in [23] it is identified higher
prediction errors for patients admitted recently.

The main contribution of the present article is that the LOS
prediction is carried out for all hospital departments rather
than just for one, further determining which departments are
more suitable to predict LOS. Cost reduction estimations can
be made at the hospital level and not only in an individual
department, thus obtaining a comprehensive view of busi-
ness and finances. Besides, the method makes it possible
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TABLE 1. Summary of articles about supervised learning techniques.

to decide which departments are more suitable to cost
reductions.

III. MATERIAL AND METHODS
A. DATA PREPARATION
All data was collected from the data management system
and anonymised removing all personal details and quasi-
identifiers to comply with data protection regulations. The
study populationwere the 63,932 patients admitted to the hos-
pital during the five years under review –from June 2010 to
September 2015–. If the number of samples is compared to
other authors, it may seem a similar number in an analysis of
this kind, but in this article, the research is performed across
all hospital departments, so the number of samples is sig-
nificantly lower. Thus, in Anesthesiology and Resuscitation,

TABLE 2. Summary of articles about supervised learning
techniques – regression.

TABLE 3. Summary of articles about supervised learning
techniques –clustering.

Neonatology and Dermatology departments, the number of
samples is insufficient to obtain good predictive results. The
dataset initially contained 45 attributes per patient. However,
only 12 were selected after filtering with a procedure called
SelectKBest, which is part of the scikit-learn machine learn-
ing library (version 0.20), that belongs to feature_selection
class. The parameters used with this procedure were the
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chi2 score function, the best one for classification tasks,
and 12 for the number of attributes, partially due to a bet-
ter efficiency but also because adding more attributes did
not improve the results significantly. This feature selection
technique consists of picking up only those features that
contributed most to the target variable –number of days in our
case–. The chi-squared statistical test for non-negative fea-
tures and classification problems was used in this data selec-
tion because it fits better to the available dataset. The final
result is what we call the ‘‘feature importance attribute’’, i.e.
a score for each feature, where the higher the score, the more
relevant is the feature towards the prediction of the LOS.

Table 4 shows the distribution of the attributes in the hos-
pital dataset after the data cleansing.

Data preparation and analysis was carried out by creat-
ing an ad hoc Python program, making use of open source
libraries such as Scipy (mathematics, science and engineer-
ing), Numpy (N-dimensional arrays, vectorisation, indexing,
etc.) and Matplotlib (library for creating static, animated and
interactive visualisations).

The data set was therefore organised around 12 numer-
ical features. One of the features derived in a new
field from the existing data: the number of days that
the patient remained in the hospital, obtained by sub-
tracting the exit date from the entrance date. The other
features obtained were the patient’s unique identifier, surgery
date, the disease that causes hospital admission (codi-
fied as diagnosis-2), diagnosis-4, diagnosis-6, diagnosis-7,
diagnosis-8, diagnosis-9, diagnosis-10, diagnosis-11, and
diagnosis-12. The number after each diagnosis indicates the
order of all the diseases diagnosed in the patient, but not
necessarily all the patients will have all the diagnosis features
filled. For example, a patient could only have diagnosis-
2 and diagnosis-4 filled (i.e. ‘‘atrial and flutter fibrillation’’
– code 427.32 – and ‘‘non specified cardiac insufficiency’’ –
code 428.9 –, both diagnosis in International Classification of
Diseases) with the rest diagnosis empty, while another patient
could have an additional diagnosis filled. Other features from
the original dataset were taken into account to extract addi-
tional information, such as gender and age. The selection
algorithm chose 12 features out of 45, but two of them –
gender and age– were taken out of the selection as they were
used to identify and analyse patterns instead.

The final dataset was organised according to patients’ med-
ical diagnosis. In this way, patients were grouped in hospital
departments teams to study the length of their stay. Fig. 1
shows a dataset overview of the maximum and the average
length of stay per department. It reveals the high variability
in the predicted feature shown by some departments, which
could explain the low accuracy in the predictions. An example
of this can be observed in Neonatology department, where
the standard deviation is very high, bigger than the average
value for that department, and the prediction rate is very low,
a maximum of 19,51% with Naïve Bayes algorithm.

TABLE 4. Hospital features distribution.
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TABLE 4. (Continued.) Hospital features distribution.

FIGURE 1. Hospital departments LOS overview.

In this kind of studies, data cleansing and pre-processing
are essential to have optimal results. Regarding this,
we removed all registers with either unknown or missing hos-
pital department, as well as those whose fields had spelling
errors, missing values and other irregularities. Specifically,
records without relevant information were removed, such
as those missing diagnosis values, or sex information or

information on the procedures or all of them. Therefore, those
records –a total of 180– were discarded as it was not viable
to infer missing values for a diagnosis or a procedure.

Given that our primary interest was to predict the length
of stay in each hospital department, we created an attribute
that contains the number of days that patients remained in
hospital, calculated with both admission and discharge dates.

B. TRAINING AND TESTING DATA SETUP
The original dataset was partitioned into a training set and
a testing set, without any stratification. The procedure is
simple: training records were randomly selected until they
reached the 67% threshold, then, the remaining 33% were
assigned to the testing dataset. This decision was based on
the most common percentages used in similar studies. Thus,
in [13], they proceed with two thirds for training and one third
for testing, while in [1], it is used 70% of the data for training
and 30% for testing. These partition ratios appear to be the
most appropriate to ensure that datasets about population
statistics are marginally different from that of the overall data.
Afterwards, we tested another data partitioning procedure –
using k-fold cross-validation with five partitions randomly
selected as the splitting strategy– to improve results, but the
results were only slightly better. This method, obtaining the
average of the five independent pieces of training, provided
the best option for data selection andwas finally selected (oth-
ers have successfully done the same in previous studies). For
instance, in [2], it is used cross-validation when partitioning
their datasets to better balance variance and performance.

Once the training and testing datasets were ready, the data
from each hospital department was analysed with all the
machine learning methods selected. Once the model of each
machine learning algorithm was fixed, and all departments
and methods were evaluated, two other rounds of tests were
run to verify the performance’s stability and the correctness of
the results. The datasets composition did not vary until all the
algorithmswere testedwith all the departments, but given that
three groups of tests were run, re-selecting different samples
and re-partitioning occurred. The three groups of tests were
performed to confirm results and to check that over-fitting
or any other undesirable effect was taking place. Overall,
the training dataset was used to adjust the parameters of the
different models, while the testing dataset was used to eval-
uate their predictive capability. Besides, cross-validation was
used in another group of tests to see if the results improved,
although no significant differences were found.

C. EVALUATION CRITERIA OF THE METHODS
Machine learning methods used in the classification works
referenced in Table 1 were compared to identify the most
appropriate approach to predict LOS and identify the best-
ranked hospital departments in this prediction. To evaluate
predictions, we built a model of each algorithm for each
department to later proceed to analyse every department with
the most common classification algorithms used in the article
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FIGURE 2. Success rate algorithms results overview.

FIGURE 3. Deviation rate algorithms results overview.

review. Similarly, in this research, we used several methods
to obtain the best results, as tables show in Fig. 3 and Fig. 4.

After reviewing the output feature, i.e. the number of pre-
dicted days that patients remain in hospital, we observed that
the results were a small group of discrete values. These results
lead us to decide using classification algorithms instead
of regression algorithms as initially planned. Such a small
amount of discrete values can be treated as labels that can be
later transformed into integers, or even into groups of integers
if necessary.

Depending on particular characteristics of every method,
a specific procedure was applied to search the hyper-
parameters for the best cross-validation score, as it is pro-
posed in [17], where this procedure is used to obtain the
optimal parameters. The different methods scanned the data

FIGURE 4. Average deviation. Summary of results measured in days.

to configure optimal parameters with GridSearch, Random-
izedSearch and HyperOpt Bayesian techniques. We must
take into account that not all methods can select the same
parameters and that even though several options are passed
as parameters, only the one with the best results is used in
each algorithm. The methods, which were selected because
they were the most used according to state of the art, are
shown below. All the methods used in this study, including
feature selection and parameters optimisation, are included
in the open-source machine learning library Scikit-learn, that
supports supervised and unsupervised learning. Some exam-
ples are [1] that work with Naïve Bayes, KNN and Decision
Tree Classifier, obtaining the best results with the last one,
[4] that work with Back-propagation Neural Networks and
Support Vector Machines, where the best one was the sec-
ond algorithm (SVM), [12] that use Neural Networks for a
primary analysis, and Decision Trees and Random Forest in
secondary analyses, being the best one Random Forest, or [5]
that work with Support Vector Machines, Decision Trees and
Random Forest, obtaining the best results with the last one.
• KNN with K nearest neighbours. The hyper-parameters
chosen in this method were the best estimators of weight
options (uniform and distance) and the number of neigh-
bours (between 1 and 31).

• Support Vector Machines (SVM). Depending on the
type of kernel, the methods used from this group are
described below.
◦ Polynomial Kernel. The results were not suitable

with the hospital dataset used in this article due
to the significant deviation from real values in its
predictions.

◦ RBF Kernel. The hyper-parameters were the best
estimators of parameter C (which trades off correct
classification of training samples against maximisa-
tion of the decision function’s margin: 0.001, 0.01,
0.1, 1 and 10) and parameter gamma (which defines
how far the influence of a single training example
reaches: 0.001, 0.01, 0.1 and 1).

◦ Support Vector Classifiers (SVC).
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� Non-Linear Kernel.
� Linear Kernel. The hyper-parameters were the
best estimators of parameter C (which can define
the degree of correct classification that the algo-
rithm has to meet: 0.001, 0.01, 0.1, 1 and 10)
and the maximum number of iterations (100,
1,000 and 10,000).

• Naïve Bayes. Based on the assumption of independence
between predictors, no parameters are needed.

• Decision Tree Classifier. The hyper-parameters were
the best estimators of maximum depth (between 1 and
120, stepping 2 by 2), minimum number of samples
splits (between 2 and 500, stepping 10 by 10), minimum
samples leaf (1, 5 and 10) and the impurity measures
such as Gini and entropy, which indicate either how to
maximise the purity of each split or the extent to which
the groupings are homogenised in the trees.

• Random Forest. The hyper-parameters were the best
estimators of maximum depth (none and 3), maximum
features (between 1 and 11), the minimum number of
samples split (between 2 and 11), the selection of boot-
strap (False and True) and the impurity measures such
as Gini and entropy.

• Neural Networks. A recurrent neural network was used
with 50 previous results in each sequence to obtain the
final target output. The network had 30 nodes, an Adam
type optimiser and a quadratic loss function.

To evaluate and assess, in an objective manner, which
departments are more appropriate to predict LOS, we have
used two measurement variables: the error made in the calcu-
lation of the days and the success percentage in the calcula-
tion of the exact days. The first variable will allow us to decide
more accurately which are the more appropriate departments
to predict the LOS, while the second is a complementary
way to confirm or to determine what department is the most
appropriate finally. So, two specific functions were created
to calculate the data quality measurement variables, which
allowed to choose the more suitable ones. The variables are
defined down below.

• Mean Error. It measures the percentual deviation
between the predicted results and the real values
expected. Once we know this percentage (error), we cal-
culate the mean number of days that the predicted value
deviates from the real value, which is a metric of the
proximity to the real value.

• Exact Success percentage (accuracy). It measures the
success percentage that an algorithm achieves when pre-
dicting the length of stay in a hospital, success meaning
that the predicted value matches the real value exactly.

IV. RESULTS
In this study, hospital departments were compared according
to the algorithms used to predict results, taking into account
those which offer better results in comparative tests. Methods
based in decision trees stand out from the rest, as in Decision

Tree Classifier and Random Forest algorithms. The same
applies to those using RBF kernel, such as the Support Vector
Machines (RBFKernel) and Support Vector Classifiers (Non-
Linear Kernel) algorithms. This behaviour can be observed
in Fig. 2. Other studies – e.g. [5] – confirm our choice,
as their results indicate that the random forest method in
surgery patients is the most accurate and stable prediction
model among all the methods analysed.

In Fig. 2, the success rate was obtained by calculating the
average value of all departments in each algorithm, as can be
observed in the following formulas:

accuracydepartment =
TP

TP+ FP
(4.1)

where TP are true positive values and FP are false positive
values. Finally, the average value was obtained applying:

X̄algorithm =

∑n
i=1accuracydepartmenti

N
(4.2)

where N is the number of departments. In Fig. 3, the deviation
rate was obtained by calculating the average value of all
departments in each algorithm, as observed in the following
formulas:

deviationdepartment =

∑n
i=1 |Xpi − Xri |

S
(4.3)

where Xp is the predicted value, Xr is the real value and
S is the number of samples. Finally, the average value per
department:

D̄algorithm =

∑n
i=1 deviationdepartmenti

N
(4.4)

where N is the number of departments.
Once the prediction method has been described, we now

proceed to detail the results. The departments General and
Digestive Surgery obtained very similar results, where the
best ones were obtained using the random forest method.
Other surgeries in dataset departments (Angiology and Vas-
cular Surgery, Thoracic Surgery,Maxillofacial Surgery, Heart
Surgery and Neurosurgery) also confirm random forest as the
best method. It is important to remark that the SVM with
Polynomial Kernel algorithm was omitted because the results
were not appropriate to predict LOS.

The methods producing best results, shown in Fig. 3, offer
either a lower average deviation in days or a lower error rate
compared to the actual values. For example, the average devi-
ation predicting LOS inObstetrics was 1.21 days, while it was
0.70 days in Ophthalmology (as shown in Fig. 4). Regard-
ing accuracy, best-ranked departments in the list of more
accurate predictions also obtain less average deviation in the
projections. In most cases, average success rates are 37.85%
and 64.05% in Obstetrics Ophthalmology, respectively (see
Fig. 4). Although results with neural networks could have
been improved by obtaining more samples and spending
more time supporting algorithm development, we decided
not to carry out these improvements at the light of the other
algorithms’ results. The results obtained using several types
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FIGURE 5. Summary of results showing the average exact success rates
(accuracy).

of neural networks with different configurations were similar
between them and for all cases worse than those obtainedwith
the other algorithms. Figures 4 and 5 show the results per
departments sorted frommore appropriate to less appropriate.
Fig. 4 uses the deviation as sorting criterion (from the lowest
to highest deviation), while Fig. 5 sorts departments from
lower to higher accuracy. Both cases take into account the
maximum value of all machine learning methods per depart-
ment. The selectedmethods in the sorting criterionwere those
with decision trees and RBF kernels in their algorithms, due
to the achievement of better results.

Fig. 4 shows the average prediction error measured in
days, with all methods named above and in every hospi-
tal department with sufficient and appropriate data. Thus
a list of departments ordered is obtained, where depart-
ments on top are those more suitable to predict LOS. As
it can be observed, the top list departments are Obstetrics,
Ophthalmology and Endocrinology. In Fig. 5, showing the
exact success rate in each department, higher prediction rates
remain on top, and one can notice almost the same order
observed in Fig. 4: Ophthalmology, Radiation Oncology
and Rheumatology are listed as the most appropriate
departments.

As previously mentioned, every hospital department
dataset was subjected to three different series of tests, one
per each method described in this article. Regarding the data
for these tests, three different sample selections were chosen
both for testing and training. The same sample selection was
used with all methods in each series of tests to have equal
status with other predictions. From these series of tests were
obtained the average results shown in Fig. 4 and 5. These
tables summarise the results of predicting the LOS. The first
one shows the average deviation in days, while the second
shows the average accuracy rates. Notice that the departments
‘‘Rehabilitation’’ and ‘‘Pain Control Unit in Emergencies’’
could not be evaluated due to lack of data.

V. DISCUSSION
Considering the results obtained by other authors, for exam-
ple in [1], the results of this research are consistent with
them, that is, best predictions were given by Decision Tree
algorithm, as can be observed in Fig. 5. Other authors obtain
better results with Random Forest algorithm as stated in [12]
and [5]. In our study, the Random Forest algorithm obtained
the best mean predicted value in all hospital departments
which is also in concordance with these two articles. This can
be seen in Fig. 2.

From the hospital departments perspective, both [1] and
[5] analyse General Surgery department getting the best
results with Decision Tree and Random Forest algorithms,
respectively. Our research results align with them because
all surgery departments also obtained the best results with
these two algorithms. It must be taken into account that the
hospital dataset analysed does not have a unique generic
surgery department. The surgery departments that obtained
better results with the Decision Tree algorithm were Pedi-
atric Surgery and Reconstructive Plastic Surgery. The best
results for the Random Forest algorithm were General and
Digestive Surgery, Angiology andVascular Surgery, Thoracic
Surgery, Maxillofacial Surgery, Heart Surgery, and Neuro-
surgery. By contrast, in [10], in the Cardiology department,
the best results were reached with Support Vector Machines
algorithms. In contrast, the best results were obtained, once
again, by the Random Forest algorithm. Please note that the
results also depend on each particular dataset.

After examining the results, we found two main reasons
why some departments are more predictable than others. The
first reason is the number of records, given that the more
registers for a department, the better are the results. The sec-
ond one refers to having samples (patients) with similar (or
the same) diseases; if those samples are either sufficiently
equal or sufficiently different, then the prediction for such
department is more favorable.

It can be noticed that not the same departments are at the
top of both the lists shown in tables of Fig. 4 and 5. This
does not necessarily have to be inconsistent, as they are two
factors that help to decide better on how to choose the best
department. As an example of this, Rheumatology was not
on top of the list in Fig. 3, although it was on top of Fig. 4.
This fact indicates that this department is also appropriate to
predict LOS, but taking into account that, in those caseswhere
prediction fails, the deviation from the real value is high.

The use of descriptive statistics and visual inspection tools
such as histograms and scatter plots, as well as the inspection
of the experimental results related to the algorithms’ accu-
racy, made visible behaviour patterns that help interpret the
final model. Also, clustering database tools and statistical
information about the dataset helped in the detection.

The samples that describe those patterns were prepared
into special datasets for each corresponding department, and
then processed with the algorithms used with the generic
dataset, improving their results.
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The outcomes were improved in Obstetrics, Ophthalmol-
ogy, Emergencies and Cardiology departments. It is observed
that patients with specific conditions, following a particular
pattern, can improve prediction rates. In such a way, these
patterns achieve their respective departments as the most
appropriate ones to predict LOS.

The observed patterns in each hospital department are
listed below:
• Ophthalmology: When patients are younger or equal to
75 years of age, the error rate in predictions reduces by
12.01% (in absolute terms, it decreases from 0.91 days
to an average of 0.63). Our results demonstrate that the
predictions of the exact days of LOS are up to 8.53%
better for patients under 75.

• Obstetrics: Patients with a prolonged (post-term) high-
risk pregnancy, exceeding 42weeks of gestation, the risk
due to higher perinatal mortality and morbidity, the pre-
dictions reduce the error rate by up to 10.11%, reducing
this rate from 1.21 days to an average of 0.83 days.
In the case of predicting the exact days, the results are
improved by up to 9.56%.

• Emergencies: For the Emergencies department,
the results also improve when the inpatients are women,
and the reason for their admission is enteritis –an
inflammation of the intestines–. The error rate in the
predictions decreases by 13.65%, involving a reduction
from 2.37 days to an average of 1.71 days. For the
projection of the exact days, the results are improved
by up to 16.11%.

• Cardiology: When the reason for admission is either
fibrillation or heart palpitation, the error rate in the pre-
dictions is reduced by as much as 20.57%. The variance
between the real and the predicted value decreases from
4.54 days to an average of 3.03 days. But if inpatients
are men, then the error rate reduces by up to 21.61% and
the variance to an average of 2.95 days. The prediction of
the exact days, the results are improved by up to 23.83%.

VI. CONCLUSION
This research shows that reductions in hospital costs and an
improvement in quality patient care are possible. We prove
that estimating the length of stay is possible at the hospital
level, contrarily to other department-dependent studies. This
means that it is possible to assess which departments are a bet-
ter choice to save costs. The limitation on the Rehabilitation
and Pain Control Unit in Emergencies previously commented
should also be considered, as those departments could not
be evaluated due to the lack of data. Although the results
predicting the exact number of days were not as expected,
they were good enough as to provide a ranked list of hospital
departments which was fundamental to detect behavioural
patterns. Besides, we consider a low accuracy with low devi-
ation in predictions a good result, although it is not realistic
to expect getting good results for all departments.

Other practical implications of our findings are of consider-
able interest. For instance, hospital managers can –according

to the number of patients that would be admitted – either
reserve a particular number of beds according to the predic-
tions or most accurately decide on the allocation of resources
to particular departments. Managers could make these deci-
sions just consulting the ordered lists of departments, both
with success rate list (Fig. 5) and average deviation list
(Fig. 4).

The improvement in the success rates when predicting the
LOS in some hospital departments is interesting, especially
the improvement in the days of LOS variance within the
same department. These achievements were possible thanks
to patients with particular conditions in specific departments.
The improvement, for example, in women admitted to the
emergency department suffering from enteritis or in the other
cases described in the paper is especially relevant. The study
carried out here allows observing several behaviour patterns
under certain conditions, which allows suggesting which
cases are likely to use a particular machine learning method
to increase the success rate.

Our research also offers directions to future research in
those hospital departments which are the most appropriate
ones to predict LOS. This helps avoid unnecessary effort
and provides a contextualised vision to hospitals about which
departments are susceptible to cost and resource-saving
options.

As a final reflection, we think it would be interesting
to repeat the analysis of predictions in those departments
where results were not favorable when there will be greater
availability of new samples. Also, it would be interesting to
analyse the length of stay after suffering a big pandemic as
COVID-19 to check how it affects to this feature (LOS) and to
find out how this fact affects to hospital departments. Recent
studies have detected an important reduction, as stated in [16],
where LOS have been reduced as much as 20%.
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