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ABSTRACT Currently, population growth is global and tends to concentrate in large cities, which increases
the demand for illuminating public spaces for safety, visual orientation, aesthetic considerations, and quality
of life. The undesirable side effects are increase in energy consumption and light pollution. The current tools
used for designing public lighting systems are not suitable for optimizing multiple objectives in addition to
energy savings, and these solutions could provide for a more sustainable environment. The application of
evolutionary optimization techniques seems to be growing rapidly because of the nonlinearity of the model
behavior and the nonproprietary nature of the algorithms, which are considered as black box systems. This
paper develops a data model for these types of optimizers, analyzing the ability of different artificial neural
network (ANN) architectures to simulate a simple public lighting design by measuring the performance with
respect to the fitness function, training speed, and goodness of fit with a dataset generated with different
conditions. The architectures selected in this paper are those with multilayer perceptrons (MLPs) with
different hidden layer configurations using different numbers of neurons in each layer, which have been
analyzed to determine the configuration that best fits the purpose of this work. The data for training the
ANNs were generated with a recognized open-software platform, DIALux. The experiments were repeated
and analyzed to determine the variance of the results obtained. In this way, it was possible to identify the
most appropriate number of iterations required. The results show that better precision is obtained when using
the Levenberg–Marquardt training algorithm, especially when the ANN architecture has fewer neurons in
the hidden layer.

INDEX TERMS Public lighting design, artificial neural networks, multilayer perceptron, data modeling,
energy efficiency, uniformity ratio of luminance, sustainable cities.

I. INTRODUCTION
The urban population maintains a growth rate that evolves
and is expected to reach two-thirds of the overall popula-
tion by 2050 [1]. This requires wider illumination of public
areas, and the undesired effects are an increase in energy
consumption and light pollution. Greenhouse gas emissions
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and global warming, partially caused by the production of
energy, put pressure on the private and public sectors to find
more sustainable solutions. Public lighting consumes 19% of
the global electricity production [2]. Security and aesthetic
concerns [3] are unavoidable constraints for saving energy,
leading researchers to consider multiple objectives in the
optimization approaches. Design optimization is expected to
achieve significant energy savings, approximately 35% with
adaptive methods [4] or 45% by using optimal elements [5].
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FIGURE 1. Process to build the best data-driven model that will simulate the behavior of a lighting system. The selected architecture will
support an evolutionary optimizer with energy consumption as the cost function.

The European Union, under the European Standardiza-
tion Framework, is regulating both the functional require-
ments and indicators of energy performance within Standard
EN13201.

This article follows the Guidelines from Part 2 of the
Standard –EN13201-2:2016, regarding the selection of more
appropriate lighting types, according to given situations
and their required performance. It also follows Part 3 –
EN13201-3:2016-, using the accepted mathematical proce-
dures and conventions, such as the photometric performance
in road lighting with its specific parameters. Moreover, it uses
Part 5 –EN13201-5:2016- for the performance indicators for
compliance. It is necessary to note that the final decision
to illuminate a road is left to each country and its cities,
according to the standard from the International Commission
on Illumination governing the lighting of roads for motor
and pedestrian traffic, CIE115:2010, which is taken as a
reference.

These guidelines aim to maximize the visualization, orien-
tation and security levels for pedestrians and vehicles [6]–[9].
An appropriate illumination of streets, roads and parks helps
to reduce the crime rates and vandalism that transform cities
into unsafe places to live [10], [11]. The lamp types, pole
features, street dimensions and surrounding requirements are
the inputs for designing any lighting project. The design
tools compute them and indicate which results are com-
pliant, such as the minimum overall uniformity ratio of
luminance, the road surface illuminance in dry conditions,
disturbing brightness (discomfort glare) or the surroundings
conditions [12]–[16].

However, most common design tools lack the option for
optimizing the energy consumption together with other cost
objectives. The AGi32 [17], DIALux [18], DL-Light [19],
FocusTrack [20], TracePro [21], LD Assistant [22], Vector-
works Spotlight [23], systems compute the energy usage
according to the normative standard but do not suggest alter-
native designs for saving energy.

The fundamental contribution of this article is to determine
the most efficient multilayer ANN architecture with conven-
tional training functions and demonstrate its capabilities in a
set of simplified public lighting scenarios [24]–[28]. The jus-
tification of this research about ANNs over other algorithms
is the potential brought for engineers who are designing new
public light installations or re-designing existing ones in the
field, being able to optimize multiple objectives others than
the standard ones, such as energy, cost, maintenance, aesthet-
ics or durability. The machine learning capability in the ANN
provides, not only those discrete values set by the Normative,

but also continuous values obtained from standard features
and from new unforeseen variables, like observed nearby
reflective materials, unavoidable shapes, unexpected shad-
ows, nonstandard climate conditions, singular spacing or
color combinations. Other simpler algorithms, like white box
or formulae-based ones, possibly give more accurate results,
but are rigid and cannot adapt to these new scenarios because
required to be previously obtained. In addition, the Mean
Squared Error (MSE) analysis, the number of epochs and the
time consumed obtained from the tried algorithms show that
the learning process speed is affordable. Computational speed
issues will be anyhow matter of future discussions.

The simulator generates two separated datasets with the
lighting simulation software: one for training, the Training
Dataset (TDS), and another for proofing the obtained mod-
els, the Proof Dataset (PDS), prepared with different lamps
and design parameters than those chosen for the TDS. The
neural learning starts randomly dividing the TDS into 3 sets
for training, testing and validating. PDS does not train any
ANN, but proves the models obtained with the TDS. The best
performance in terms of MSE and coefficient of determina-
tion (R2) allows the comparison of the ANN architectures.
Other parameters have been recorded to observe the learning
process, but they are not required in the comparison. The PDS
is then tried in the models and its performance is expected to
confirm the comparison (Fig. 1).

The rest of the paper is organized as follows: In Section 2,
the concept of an ANN-based model, the ANN architectures
and the training algorithms are presented. Section 3 describes
the experimental results and introduces the discussions. Then,
Section 4 presents the conclusions and suggests future work.

II. MATERIALS AND METHODS
This research selects the best ANN architecture to produce
fast lighting simulations [29] that will provide the data for
an optimizer with the objective function of minimizing the
energy consumption while maintaining the uniformity ratio
of luminance (U0) within the normative standard [30]. The
first step is to obtain reliable data for training and testing
the potential models. The data are generated with DIALux
Public Lighting Design Tool [31], [32] and configured with
two predefined solution spaces, giving two datasets, TDS and
PDS. Then, ten multilayer feed forward ANNs are built and
trained with the TDS. The ANN architectures are then tested
with the second PDS.

The process is repeated several times until the selected
performance parameters suffer less variance. The maxi-
mum number of iterations is predetermined with a simple
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FIGURE 2. The ANN analysis models the dataset by training the ten ANN architectures with the three back-propagation algorithms.

graphical approach. The best architecture is the fastest and
most accurate lighting simulator.

A. PUBLIC LIGHT DESIGN
The design of public road lighting follows the above
mentioned normative approach. The key objective is to appro-
priately light roads for car traffic security, visibility and ori-
entation. The goals of road lighting design are as follows:

1) obtain a sufficient average luminance (Lm) [33],
2) minimize the uniformity ratios of luminance

(U0 and UL),
3) limit glare to avoid blinding,
4) consider surrounding lighting (edge factor), and
5) ensure optical orientation.

To simplify the analysis with the aim to include the remain-
ing parameters in subsequent research, several simplifications
have been applied to the road conditions. The datasets are
generated for the ME1 and ME2 road lighting recommen-
dations, since the generalization to other types is simple.
The difference between ME1 and ME2 is that the average
luminance is 2cd/m2 for the former and 1.5cd/m2 for the
latter. The threshold increment of 10% and surrounding rate
of 0.50 are the same for both. The model only considers the
overall uniformity ratio of luminance [34], being extendable
to the global uniformity or surround ratio afterwards.

The model requires the selection of lamps and bal-
lasts, but the large number of brands, models and types
makes its implementation time consuming. The common
types of lamps are made of sodium-vapor, mercury-vapor,
metal-halide or LED [9]. This research only considers
LED-type lamps because they are becoming the predominant

type used among designers due to their low energy consump-
tion compared with other types of lamps.

B. MULTILAYER PERCEPTRON ANN
The ANNs are capable of incorporating nonlinear effects and
interactions among the variables of the data model as a black
box. The intrinsic machine learning ability automatically
extracts the hidden patterns from the data and detects trends,
offering an alternative way to evaluate complex relationships.
However, the ANN parameters are difficult to interpret and
explain due to the wide empirical process of construction and
training. For this reason, our research shows the best ANN
model, taking as a reference the comparison of the results
obtained (Fig. 2).

Data-driven optimization methods work with data gen-
erated by system simulators, which holds true for energy
consumption simulation.

For some problems, the ANN is basically designed by
trial and error, selecting the best configuration by analyzing
the results. This is the case in this research, which obtains
the best MLP architecture by varying the number of hid-
den layers and neurons and testing various back-propagation
algorithms [35].

The number of hidden layers and neurons in each
layer affect the capacity of the model for generalization,
i.e., the accuracy in computing new examples. Some authors
demonstrate that the number of hidden layers is normally
between the size of the input layer and the output layer,
or slightly higher [36]. The generally accepted convention
is the universal approximation theorem [37], which sim-
plifies the problem by stating that two-hidden layers or
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in most cases, one-hidden layer, are sufficient to achieve the
best results. Lippmann adds that single hidden layer ANNs
are able to solve arbitrarily complex problems, given that the
hidden layer includes at least three times the number of input
nodes [38].

Hecht-Nielsen extends the Kolmogorov theorem [39] to
demonstrate that single hidden layer ANNs with 2N+1 neu-
rons and continuous, nonlinear monotonically increasing
transfer functions are sufficient to compute any continuous
function of N input variables [40]. However, the estimation
of the number of hidden neurons in each layer is done with
empirical rules and is therefore difficult to justify. The rule of
the geometric pyramid assumes that the number of neurons in
the hidden layer must be less than the total number of input
variables but higher than the number of output variables [41].
In addition, the number of neurons in each layer follows a
geometrically decreasing progression from the input to the
output. The number of intermediate neurons must be close to
√
M .N where N is the number of input variables and M is the

number of output neurons. On the other hand, according to
the rule of the hidden layer, the number of hidden neurons is
proportional to the number of input neurons [42]. Typically,
the number of hidden neurons should not be more than twice
the number of input variables.

C. BACKPROPAGATION TRAINING
The supervised training of an MLP normally obtains its con-
figuration by comparing the outputs after using the dataset
to model the expected outputs in an iterated trial-and-error
process, seeking to minimize the error with the backpropaga-
tion algorithms that conveniently tune the weights and biases.
These algorithms require that the MLP structure or topology,
i.e., the MLP architecture, and the number of neurons and
hidden layers, are set before the training starts, making the
selection of the architecture a guessing procedure. The num-
ber of forward and backward operations is large, requiring
nonnegligible computational resources, although once the
MLP is trained and the system is modeled, the computation
is fast.

Any training algorithm modifies the weights according to
the following expression:

Wji (n+ 1) = Wji (n)+1Wji(n) (1)

whereWji is obtained via the training algorithm rule and n is
nth iteration. If E (n) is the output error after the nth training
iteration, there are two possible ways to test the performance:

E (n) =
1
2N

∑
z

∑
j
(ezj (n))

2 (2)

E (n) =
1
2

M∑
j=1

ej(n)2 (3)

where N is the total number of input/output pairs, z is the zth
input/output pair of the TDS, j is the jth output layer neuron,
and M is number of output neurons.

The first expression defines the ANN global error, while
the second is the immediate MSE that approximates the
former with less computational effort. In both cases, ej is the
error between the prediction and real value.

MLPs can be compared to logistic regression classifiers
where the inputs are first transformed with a nonlinear trans-
formation, θ, in the hidden layer that makes the data linearly
separable:

h (x) = θ (x) = S(b(1) +W(1) (4)

Vector h (x) is the hidden layer. The sub index in paren-
thesis represents the particular layer. The machine learning
process seeks to minimize the error function and adjusts the
weight matrix. Specifically, for a one-hidden layer, the func-
tion F(x) is:

F (x) = G(b(2) +W(2)S
(
b(1) +W(1)

)
) (5)

where b(1) and b(2) are the bias vectors; W(1), W(2) are the
weight matrices, and G and S are the activation functions.
The W(1) columns are the weights from the input units to the
ith-hidden layer unit.
For computation, we use the multipurpose numeral-

computing tool MATLAB, developed by Mathworks, which
has three default choices for the backpropagation algorithm,
represented by S(we have taken the default Matlab values):

1) Levenberg-Marquardt [43]–[46]: This algorithm iter-
atively locates the minimum of a multivariate func-
tion, expressed as the sum of squares of nonlinear
real-valued functions. MATLAB recommends it for
most problems as it trains the MLP faster but requires
more memory.

2) Bayesian Regularization: This algorithm updates
weights and biases in the same way as the Levenberg-
Marquardt algorithm but minimizes a combination of
squared errors and weights. The resulting model also
generalizes well and obtains better solutions for many
practical problems but is slower.

3) Scaled Conjugate Gradient: This is the simplest algo-
rithm and is used for stable training. It updates the
weights and biases towards the negative gradient of the
performance function [47]. It is recommended for large
problems as it works with first-order gradients and not
with the second-order Jacobian, being more memory
efficient. The weights are initialized with small values
around the origin so that the activation function can
operate in its linear zone, where the gradients are larger.

The Levenberg-Marquardt training algorithm computes
the expression defined by:

(J t ∗ J + λ ∗ I ) ∗ δ = J t ∗ E (6)

where J is the Jacobianmatrix for the system, λ is the damping
factor, I is the identity matrix, δ is the weight update vector
that we want to obtain, and E is the error vector containing
the output errors for each input vector used in training the net-
work. Figure 3 shows a diagram of the Levenberg-Marquardt
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FIGURE 3. Flow diagram of the Levenberg-Marquardt training algorithm.

training algorithm. Only the method of updating the weights
and biases differs in each algorithm.

The MLP architecture has some drawbacks [48], [49]. The
main limitation is that it cannot guarantee a global minimum
during training and the network may converge to a local
minimum. Training the network several times by using a dif-
ferent random starting positions each time and then obtaining
the model that results in the best RMS error will mitigate
this issue. In any case, finding the global minima in deep
networks appears to be unnecessary because local minima are
approximately as good as global minima [50].

Another limitation is that the number of hidden neurons
must be set manually. Setting this value too low may result
in underfitting, while setting this value too high may result in
overfitting. By training a regular multilayer neural network in
classification tasks using a training dataset and starting from
randomly initialized weights, the stochastic gradient descent
algorithm can attain 100% accuracy [51].

D. TRANSFER FUNCTION
The MLP architecture also defines the transfer/output func-
tions for the network topology. To ensure that the learning
process obtains a result, these functions must be continuous
and differentiable at all points. The most common functions
are the sigmoid function for the hidden layers and the lin-
ear function for the output layer. The sigmoid function is
defined as

Sc (x) =
1

1+ e−cx
(7)

where c is the steepness of the curve.

E. PROPOSED MULTILAYER FEED
FORWARD ARCHITECTURES
Designing an ANN is mostly an empirical process that bal-
ances the accuracy and the ANN generalization capability.

Addingmore hidden layers to the architecture normally wors-
ens its performance and generalization capability.

The rule of the single layer [52] suggests building the first
hidden layer of this experiment with up to six neurons, one for
each input variable from the input layer. The experiment will
also try one and two-hidden layer architectures, anticipating
possible discontinuities in the data behavior. For the studied
models with two-hidden layers, the rule of the geometric
pyramid is applied [53]. The rule says that the size of every
hidden layer decreases in geometric order related to the pre-
vious layer from the input to the output.

The activation function for hidden layers is the sigmoid
and the linear function is for the output layer. Following
these considerations, the experiment builds the following ten
architectures (Fig. 4):

1) One-hidden layer with two neurons: ‘‘2’’
2) One-hidden layer with three neurons: ‘‘3’’
3) One-hidden layer with four neurons: ‘‘4’’
4) One-hidden layer with five neurons: ‘‘5’’
5) One-hidden layer with six neurons: ‘‘6’’
6) Two-hidden layers with two and one neurons: ‘‘2-1’’
7) Two -hidden layers with three and one neurons: ‘‘3-1’’
8) Two -hidden layers with four and two neurons: ‘‘4-2’’
9) Two -hidden layers with six and two neurons: ‘‘6-2’’

10) Two-hidden layers with six and three neurons: ‘‘6-3’’
Only the number of neurons, number of layers, and learn-

ing algorithms are changed. The learning rate and other
parameters remain unchanged for all the architectures. Once
selected the ANN topologies and the appropriate activation
functions, the model can be trained with the training algo-
rithms to obtain a simulation of the results. Each of these ana-
lyzed architectures represents different configurations, with
one or two hidden layers, and with different numbers of
hidden neurons to determine the configuration that best suits
the purpose of the work.
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FIGURE 4. Proposed MLP architectures for the analysis: (left) One HL; (right) Two HLs.

F. MEASURED PERFORMANCE STABILITY
The performance measured at the end of the process is vari-
able, as the standard process takes three random datasets for
modeling: training, testing and validating. In this case, 70%
of the TDS is used to train and 15% each to test and validate.
The results are biased and prevent a reliable comparison. The
algorithm takes examples randomly.

The solution proposed in this research is the repetition of
the experiment, assuming some natural trend that is verifiable
at the end of the repetitions, until the performance values
become stable. The results of every repetition are grouped
into 15 sets containing 5 to 75 elements in increments of 5.
These groups are then parsed through a boxplot graphical
analysis to identify the group with fewer repetitions that
first reaches the stable parameters for every performance
indicator. The minimum number of tries allows for the reli-
able performance measurement of the ten architectures for
comparison.

G. TRAINING DATASET (TDS)
The models corresponding to each MLP architecture are
trained with the TDS generated with the DIALux software
tool and are made up of 648 different design conditions given
by these variables (Table 1):

1) Road lighting classes, according to EN13201: ME1 or
ME2 restrictions for heavy traffic.

2) Road width: 7 m, 9 m or 12.5 m.
3) Lamp layout: only one-side of the road, two-sides of

the road or alternating-one-right-next-left.
4) Separation between poles: 10 m, 25 m or 50 m
5) Pole height (3): 4 m, 8 m or 12 m

TABLE 1. Training data set.

6) LED lamp power (4): 30 W, 91 W, 174 W or 276 W
The software tool simulates these configurations and yields

the average luminance (Lm), global and longitudinal uni-
formity (U0 and UL), threshold increment (TI) and sur-
round ratio (SR). For this research, the single output is U0,
the dependent variable of the fitness function, for simplic-
ity purposes [54], leaving the other variables for coming
research.

To obtain a more representative dataset, we used the actual
nominal value of the lamp power, which was checked with
the manufacturer.

H. PROOF DATASET (PDS)
To test that the selected model better approaches any other
design condition, the DIALux software generates a second
dataset, the PDS, with 64 examples interpolating and extrap-
olating values different to those of the TDS (Table 2):

1) Road lighting requirements according to EN13201:
ME1 or ME2

2) Road width: 8 m or 15 m

119886 VOLUME 7, 2019



A. Garces-Jimenez et al.: Analysis of ANN Architectures for Modeling Smart Lighting Systems for Energy Savings

TABLE 2. Proof data set.

3) Lamp layout: only one-side of the road or two-sides of
the road

4) Separation between poles: 15 m or 35 m
5) Pole height: 10 m or 15 m
6) LED Lamps Power: 105 W or 182 W

III. EXPERIMENTAL RESULTS AND DISCUSSION
The ANN training process randomly splits the TDS into
three subgroups: training (70%), validation (15%) and test-
ing (15%). The training subset of the TDS is used to adjust
theweights and biases of the network. The validation subset is
used to measure the network generalization. The test subset
analyzes the network performance after the training. At the
end of this stage, the trained topologies are trialed with differ-
ent design conditions from the PDS tomeasure their accuracy.

The discussion addresses the MSE performance with the
TDS, total time consumed, required number of epochs and
MSE performance with the PDS. The process is repeated to
obtain reliable values.

Taking the 1-sample mean or median of the TDS or PDS
MSE, it is observable that the experiment requires more than
one repetition to obtain stable values; otherwise, it would be
impossible to evaluate the behaviors.

To quantify the required number of samples, we have
assumed as a first approach the study of [55]. We assume
that the population is large as it is derived from combining
648 examples using sets of 75, which are the times to train
every architecture with every single learning algorithm.

We use the formula of the mentioned study to estimate the
number of samples necessary to obtain enough confidence to
ensure the MSE achieved by the TDS and PDS:

no =
Z2
∗ s2

e2
(8)

where no is the sample size, Z is the abscissa of the normal
curve that cuts off an area of α at the tails (1 - α equals the
desired confidence level), e is the desired level of precision
(in the same unit of measure as the variance) and s2 is the
variance of an attribute in the population.

Assuming a confidence level of 99%, an acceptable error
of the MSE value of approximately 6% and the obtained
standard deviation with the 75 repetitions, we observe that it
is necessary to repeat the experiment at least 39 times for the
TDS. In addition, we can visualize these figures in boxplots
to depict the variations of the average performance (MSE) for

FIGURE 5. Variation of the average performance (MSE) for the TDS with
the sample size used for training.

FIGURE 6. Variation of the average performance (MSE) of the PDS with
the sample size used for training.

FIGURE 7. Performance (MSE) versus ANN architectures for different
training algorithms.

the TDS (Fig. 5) and PDS (Fig. 6) with the sample size used
for training.

Figure 7 shows the ANN topology performance, with the
median MSE and Standard Deviation (SD) for each of the
ten topologies applying the three proposed back propagation
algorithms: Levenberg-Marquardt, Bayesian regulation and
scaled conjugate gradient.

Figure 8 shows the MSE performance of the PDS for each
MLP architecture.

Figures 9 and 10 depict similar results for the number of
epochs and the time consumed by each algorithm.

The Levenberg-Marquardt achieves results very similar to
the best value but at the expense of a shorter time, so compar-
ing it with the other algorithms, it is the chosen algorithm in
this experiment. However, the Bayesian algorithm shows the
worst characteristics due to the additional calculation needed
to refine the optimization. The number of neurons and hidden
layers increases the computational resources required.
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FIGURE 8. Architecture fitness for each architecture and training
algorithm.

FIGURE 9. Number of Epochs required for each architecture and training
algorithm.

FIGURE 10. Time consumed for each architecture and training algorithm.

FIGURE 11. Coefficient of determination (R2) of the TDS versus ANN
architectures for different training algorithms.

Additionally, Figures 11 and 12 plots the coefficient of
determination (R2) as performance indicators since it consid-
ers the intrinsic variance of the training/test data.

The R2 analysis confirms our initial conclusions, improv-
ing the visibility of their variance. Negative values obtained

FIGURE 12. Coefficient of determination (R2) of the PDS versus ANN
architectures for different training algorithms.

FIGURE 13. Variation of the coefficient of determination (R2) for the TDS
with the sample size used for training.

for certain ANN architectures are possible and mean that the
goodness of these models are even worse than the horizontal
mean [56]. The parametrical contrast of the normalized val-
ues of TDS and PDS for R2 performance concludes that both
datasets have the same probability distribution with SCG and
LM learning algorithms.

Figure 13 visualize a boxplot to depict the variations of
the R2 for the TDS with the sample size used for training,
observing similar stabilization with the sample size to that of
the MSE.

We observed that the different architectures showed very
different performances with the proof dataset when compared
to the TDS. The median and mean TDS MSE performance
improve with ANN complexity. The median and mean PDS
MSE performance also improved with the same ANN com-
plexity. Both TDS and PDS have similar MSE performance
levels even when the PDS is different from the TDS.

Now, the best performance in terms of theMSE is achieved
by the Bayesian learning algorithm, and the worst is achieved
by the scaled conjugate gradient. However, the worst time
consumer is the Bayesian algorithm, and we observe that
the Levenberg-Marquardt algorithm performance is slightly
worse than that of the Bayesian algorithm, but it is faster; as it
is a good trade-off between the two the Levenberg-Marquardt
algorithm is the favorite in this experiment.

IV. CONCLUSION AND FUTURE WORK
As the number of neurons increases, the MLP architecture
performance improves. The performance with a two-layer
architecture also increases with the number of neurons.
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The best performance value is for the MLP with six neurons
in the input layer and two or three neurons in the output layer.

It is important to note that with only 648 samples of lamps
in the dataset with certain conditions, it is possible to train an
MLP that provides a good model for another dataset of differ-
ent lamps in other environmental conditions. This promising
result will be extended by research in the near future. The
best performance of the MLPs used in the experiment with
the second dataset is again a 6-2 architecture, giving a similar
order of magnitude compared with the original dataset.

The Bayesian training algorithm achieved the best perfor-
mance, while the scaled conjugate gradient method achieved
the worst. However, the time consumed by the Bayesian
training algorithm is nearly 10 times higher for the 6-2 archi-
tecture. The time consumed seems to be proportional to the
number of epochs that each algorithm repeats in the simu-
lation. Bayesian training takes 270 epochs to model the 6-2
architecture, while the SCG and Levenberg Marquardt algo-
rithms only require approximately 50 epochs. It is noticeable
that for the two latter methods, the time consumption and the
epochs are quite steady.

The Levenberg-Marquardt performance is similar to that of
the Bayesian algorithm, and the resource consumption, which
is similar to that of the scaled conjugate gradient method, also
works, making it the best option as a training algorithm.

The simulation process is repeated to obtain more reliable
values, as it is impossible to establish a model with only one
sample. The sample size has been roughly calculated for a
given confidence level and average MSE. Both the median
andmean values are similar, and their boxplot figures confirm
the analysis

This research proposes a new methodology to analyze
the best ANN architecture to simulate the behavior of a
lighting system. ANNs have the advantage of learning and
modeling complex relationships in nonlinear systems. After
the learning process, ANNs can generalize and infer unseen
relationships on unseen data, making the model generalizable
and predictive. Because ANNs do not impose any restrictions
on the input variables, they can better model highly volatile
data with nonconstant variance. Unlike many other prediction
techniques, ANNs have parallel processing capability and
high-speed response [57].

The empirical nature of this paradigm requires methodical
studies on different architectures to widen the initial scope.
Future research aims to extend the analysis as follows:

1) To include multiple outputs for designer work.
2) The study of the influence of each input variable

explaining the outputs.
3) To include the rest of variables normally considered by

road lighting simulators, analyzing their predominance
with a previous feature analysis.

4) To study the online learning mechanisms for unex-
pected variables, like climate, human behavior, aesthet-
ics considerations or nearby obstacles.

5) The use of signal processing to transform the lamp vari-
ables into ANN readable values (new types of lamps,

such as solar-powered lamps, could be easily included
in the model [58], [59]).

6) Analysis of the ANN architectures behavior with dif-
ferent activation functions.

7) Analysis of new ANN architectures that could
bring more efficiency in the optimization and adap-
tation to context information, such as weather
variability [60], [61].

8) Analysis of evolutionary optimization algorithms to
for energy savings and other requirements from public
lighting designers and site surveys.
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