
BIBLIOTECA 

This work is licensed under a 

Creative Commons Attribution-NonCommercial-NoDerivatives 

4.0 International License. 

       

Document downloaded from the institutional repository of the University 
of Alcala: http://ebuah.uah.es/dspace/ 

This is a postprint version of the following published document: 

Zhang, L., Costa, L., Yang, Z., Soto, M. A., González-Herráez, M. & Thévenaz, 
L. 2019, "Analysis and reduction of large errors in Rayleigh-based 
distributed sensor", JLT, vol. 37, no. 18, pp. 4710-4719

Available at http://dx.doi.org/10.1109/JLT.2019.2917746 

 © 2019 IEEE. Personal use of this material is permitted. Permission from 
IEEE must be obtained for all other users, including reprinting/republishing 
this material for advertising or promotional purposes, creating new 
collective works for resale or redistribution to servers or lists, or reuse of 
any copyrighted components of this work in other works.  

(Article begins on next page) 

http://ebuah.uah.es/dspace/
http://dx.doi.org/10.1109/JLT.2019.29177


This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JLT.2019.2917746, Journal of
Lightwave Technology

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

1 

 

Abstract— Commonly, the frequency shift of back-reflection 

spectra is the key parameter to measure quantitatively local 

temperature or strain changes in frequency-scanned 

Rayleigh-based distributed fiber sensors. Cross-correlation is the 

most common method to estimate the frequency shift; however, 

large errors may take place, particularly when the frequency shift 

introduced by the temperature or strain change applied to the 

fiber is beyond the spectral width of the main correlation peak. 

This fact substantially limits the reliability of the system, and 

therefore requires careful analysis and possible solutions. In this 

paper, an analytical model is proposed to thoroughly describe the 

probability of large errors. This model shows that the 

cross-correlation intrinsically and inevitably leads to large errors 

when the sampled signal distribution is finite, even under perfect 

signal-to-noise ratio. As an alternative solution to overcome such 

a problem, least mean squares is employed to estimate the 

frequency shift. In addition to reducing the probability of large 

errors, the proposed method only requires to measure a narrow 

spectrum, significantly reducing the measurement time compared 

to state-of-the-art implementations. Both the model and the 

solution are experimentally verified using a frequency-scanned 

phase-sensitive optical time-domain reflectometry (φ-OTDR) 

system, achieving a spatial resolution of 5 cm, with a sensing 

range of 860 m and an acquisition time below 15 s, over a 

measurable temperature range of more than 100 K with a 

repeatability of 20 mK, corresponding to a temperature dynamic 

range of 5000 resolved points. 

 
Index Terms—Fiber optics, Fiber optics sensors, Rayleigh 

scattering 

I. INTRODUCTION 

ISTRIBUTED optical fiber sensors (DOFS) are capable 

of spatially resolving the distributed profile of a physical 

variable, such as temperature or strain, over a long sensing 

range using only a single interrogating unit and a single optical 

fiber. These systems provide a simple and cost-effective 

alternative to the use of complex arrays of several discrete 
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point sensors. As such, DOFS have been extensively studied 

and widely used in the past decades in domains such as 

structural health monitoring, non-destructive evaluation of 

infrastructures and industrial monitoring, among many 

others [1]–[6]. 

The first investigated distributed optical fiber measurement 

system was optical time-domain reflectometry (OTDR) based 

on Rayleigh scattering [7]. Owing to the relatively high 

scattering coefficient of Rayleigh compared to Raman and 

Brillouin scatterings in optical fibers and its simple 

configuration, OTDR has been commercialized and widely 

used for fiber link characterization. In 1993, a system similar to 

OTDR, namely phase-sensitive OTDR (φ-OTDR) [8], was 

demonstrated to be able to detect intrusions near the fiber. 

Compared to normal OTDR, which uses a low coherence 

optical source, φ-OTDR is based on fully coherent light 

signals. The simplest implementation of φ-OTDR [8] measures 

the intensity resulting from the interference of light 

backscattered at different scattering points along the fiber. The 

resulting time-domain trace typically shows a jagged shape as a 

consequence of the random distribution of scattering centers 

along the length, but remains stationary and reproducible if no 

stimulus is applied to the fiber. Localized temperature or strain 

changes in the fiber cause an effective change of the optical 

path differences between the different scattering centers within 

the pulse length, thus leading to a modification of the recorded 

trace. Several recent works reported in the literature have 

focused on developing φ-OTDR since it shows an extremely 

high sensitivity compared to other distributed sensing 

approaches [9]–[12]. In particular, a growing number of 

investigations have focused on recovering the phase of the 

Rayleigh back-scattered light to obtain quantitative 

measurements, relying on different principles such as 

interferometric or coherent detection, the use of chirped pulses, 

etc. [13]–[19]. All these schemes allow fast phase recovery; 

hence, dynamic measurements can be achieved, at the expense 

of either a complex phase demodulation in the 

receiver [13]–[17] or the requirement of high bandwidth 

detection [18], [19]. 

Alternatively, for static measurements, phase changes of 

the coherent Rayleigh scattering can be retrieved by tuning the 

optical frequency of the interrogating pulse used in φ-OTDR 

and quantifying the frequency shift (FS) of the 

position-resolved spectra between different measurements 

[20]. Based on a layout similar to conventional φ-OTDR but 

with correlation between two spectra with orthogonal 

polarization states, a technique for distributed birefringence 

measurements has been proposed and demonstrated [21]. 

Combining such a scheme and conventional φ-OTDR, the 
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discrimination of temperature and strain has also been recently 

demonstrated [22]. 

On the other hand, the spectra of the Rayleigh 

backscattered light can also be interrogated by optical 

frequency-domain reflectometry (OFDR) [23]. Compared to 

the OTDR approach, higher spatial resolution can be typically 

achieved with OFDR; however, it requires a coherent detection 

scheme, limiting the sensing range to the coherent length of the 

interrogating light. 

In both frequency-tuned φ-OTDR and OFDR, 

cross-correlation (CC) of back-reflected spectra is generally 

used to estimate the FS. However, as pointed out and explained 

in this study, outlier peaks or multi-peaks may appear in the 

correlated spectrum, leading to large errors on the frequency 

shift estimation. This reduces the reliability of the system and 

limits the measurable temperature/strain range. While this is a 

problem experienced by most systems employing CC-based FS 

estimation, to the best of our knowledge, neither study on the 

origin nor impact of this issue have been reported for 

Rayleigh-based distributed sensors. Alternative frequency shift 

estimation schemes have been proposed recently to avoid the 

large errors [24]–[27], however, no throughout explanation and 

analysis have been addressed regarding this issue. 

This paper reports on a thorough study of the origin and 

impact of large errors in the frequency shift estimation when 

employing the cross-correlation approach. A mathematical 

model as a function of the pulse width and frequency scanning 

range of the interrogating light is proposed to analyze the 

probability of large errors (PLE) in frequency–scanned 

φ-OTDR, which shows a good agreement with the 

experimental situation. It is demonstrated that the PLE is 

purely due to the stochastic nature of the Rayleigh scattering 

coherent response and is inherent to the cross-correlation 

method even in absence of noise. To overcome this problem, an 

alternative solution based on similarity using least mean 

squares (LMS) is proposed. Benefiting from the significantly 

looser condition for the appearance of large errors, the 

proposed approach enables the use of a narrower measurement 

spectrum while preserving a large measurable FS range, 

remarkably reducing the measurement time. A 

frequency-tuned φ-OTDR with 5 cm spatial resolution is 

experimentally demonstrated along an 860 m-long fiber, totally 

immune to large errors. A temperature repeatability of 0.026 K 

is demonstrated over a total temperature measuring range of 

100 K. 

II. PRINCIPLE OF CC BASED Φ-OTDR 

The working principle of frequency-scanned φ-OTDR is 

shown in Fig. 1. In this technique, highly-coherent optical 

pulses are launched into an optical fiber. As the pulse 

propagates, light is backscattered by the presence of small 

refractive index changes along the fiber (Rayleigh scattering 

centers), caused by thermodynamic fluctuations frozen after 

solidification during the fiber drawing process. This generates 

a backscattered φ-OTDR signal, whose optical intensity is 

measured as a function of time, and subsequently converted to 

position along the fiber. At a certain location, the optical 

intensity pattern results from the interferences between light 

scattered by distinct centers and is therefore dependent on the 

optical path differences (OPD) between the multiple scattering 

centers seen by the pulse at that position. Any 

temperature/strain change applied on such section will lead to 

the change of both the refractive index and section length, 

resulting in an OPD change that deforms the back scattering 

intensity pattern. Knowing that such OPD change can be 

perfectly compensated by shifting the light frequency, the 

original pattern over such fiber section can be perfectly 

recovered in this way  [20]. 

Reference spectra

Spectra of the jth measurement

    

    

Correlation  spectrum     

      GHz

   

(b)

(a)

(e)

(d)

(c)

(f)

 

Fig. 1.  Principle of cross-correlation based φ-OTDR: (a) the reference spectra 

and (b) the jth measurement spectra of the Rayleigh scattering along the fiber; 

(c) the spectrum at the ith position point in the reference measurement; (d) the 
spectrum at the ith position point of the jth measurement; (e) the local correlation 

spectrum at the ith position point; (f) close-up view of the correlation peak 

The conventional measurement technique in 

frequency-scanned φ-OTDR requires acquiring Rayleigh 

intensity traces as a function of the input laser frequency within 

a given frequency range. The refractive index distribution is 

fixed along the fiber once for ever after solidification, so that at 

a given position the intensity observed as a function of 

frequency will not change and can be regarded as a reference 

spectrum before the fiber is subjected to any strain or 

temperature change. In this case, a spectral shift of this local 

intensity versus frequency distribution is caused by the induced 

refractive index variation. Cross correlating the new measured 

local spectral response with the reference spectrum will result 

in a correlation peak placed at a frequency shift proportional to 
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the local temperature and strain variations. The proportionality 

is a direct function of the thermo-optic and elasto-optic 

responses of silica and is strictly equal to the coefficients 

scaling the spectral response of fiber Bragg gratings. 

Let assume that the spectral response measured at the ith   

sampling point along the position axis of the fiber is Si,0 for the 

reference, and Si,j for a subsequent measurement at the same 

sampling point, as shown in Fig. 1(c) and (d). The procedure to 

obtain the CC spectrum is then:  

, , ,0

0

1
( ) ( ) ( ) ,

t
F

i j i j i

t

t t

C f S f S f f df
F

F f F

 



 

  

        (1) 

where Ft is the total frequency scanning range over the 

spectrum. The estimated FS  is located at  

, ,
max arg ( )



 
  


i j i j

t tF f F

f C f                       (2) 

representing the spectral location of the highest peak of the 

correlation spectrum (Fig. 1 (e) and (f)). In presence of noise, 

the accuracy of the method is directly related to the width of the 

correlation peak (Fc), which is in turn function of the shape and 

width of the interrogating pulse. For example, for a 

transform-limited square pulse with a width τ, Fc should be 

1/τ [28]. Incidentally, it means that a sharper spatial resolution 

(smaller τ) decreases proportionally the accuracy on the 

measurement. The width Fc of the correlation peak will be used 

later in the definition of the large errors. 

III. MODEL TO ANALYZE THE PROBABILITY OF LARGE ERRORS 

The estimation error can be reasonably defined as the 

difference between the estimated FS f  and the true FS δftrue: 

, ,
,

i j i j true
i j

f f                         (3) 

When the error is larger than the half width at 

half-maximum of the correlation peak, i.e.
,

1

2
i j cF  , it is here 

defined as large error. For example, considering that the 

temperature and strain sensitivities are ~1.5 GHz/°C and ~0.15 

GHz/ɛ respectively for a standard single mode fiber, the use 

of a 1 ns-long rectangular pulse, i.e. Fc=1/τ =1 GHz, will lead 

to large temperature or strain errors that will be over ~0.33 °C 

and ~3.3 ɛ, respectively.   

Obviously, poor values of signal-to-noise ratio (SNR) or 

insufficient sampling rate may lead to errors of this type. 

However, in this work we show that for CC, these large errors 

occur even for perfect SNR and sufficient oversampling of the 

frequency spectrum, due to pure statistical reasons. We will 

restrict our study to the error originated from the shift 

estimation method itself (cross-correlation), while the impact 

of other parameters (such as SNR and sampling rate) are out of 

the scope. Hence, all over our theoretical derivation, we will 

always assume that the SNR is sufficiently high, and we will 

ensure this high SNR in the experiments by performing a large 

number of trace averaging.  

Large error
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Fig. 2. (a) Reference spectrum and (b) measurement spectrum at the position of 
the 2047th sampling point. (c) Correlation spectra at the 2047th sampling point 

(with a large error) and at the 2000th sampling point (without large error). (d) 

Estimated FS profile obtained by CC showing the occurrence of a large error. 

An example of the occurrence of large errors in the 

estimation of frequency shift by cross-correlation is illustrated 

in Fig. 2. We scan a total frequency range Ft of 50 GHz for the 

reference and then deliberately change the temperature of the 

fiber, so that δftrue should be around – 2 GHz in the 

measurement spectrum.  
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Fig. 2 (a) and (b) show, respectively, the reference and 

measurement spectra at the 2047th sampling point along the 

fiber. We can see that most part of the reference spectrum is 

preserved in the measurement spectrum (see shaded spectral 

section with a frequency range of F in Fig. 2 (a) and (b) 

respectively). Fig. 2 (c) shows the cross-correlated spectra 

between the reference and measurement at two positions along 

the fiber (points 2000th and 2047th). Although only a small shift 

of around – 2 GHz is introduced in the measurement spectrum, 

the peak position in the correlation spectrum at position 2047th 

is not located at the right position, unlike the 2000th sampling 

point (see Fig. 2 (c)). Thus, upon the FS profile shown in 

Fig. 2 (d), a huge spike at the 2047th sampling point can be 

observed, representing a large estimation error (much larger 

than ½ Fc). 

From Fig. 2 (c) it can be also observed that, at the 2047th 

point where the large error takes place, the spectral location of 

this misleading peak matches the frequency difference between 

the highest peaks in both the reference and measurement 

spectra, respectively. This can be explained by the fact that the 

CC spectra corresponds to the windowed convolution of the 

reference and measurement spectra (i.e. the integral of 

multiplied vectors, as a function of the relative shift). Hence, 

the spectral data with higher intensity contributes much more to 

the correlation magnitude. In other words, the CC process gives 

more weight to the high-intensity points and almost no weight 

to the low-intensity ones. From the point of view of shift 

estimation, however, all points carry the same amount of 

information. In the case of Rayleigh spectra, the probability 

density function (PDF) of the scattered intensity obeys a 

negative exponential distribution [29], which means that most 

of the points in the spectra are low-intensity points. Whenever a 

high intensity point appears in the finite analyzed spectral 

window, the peak cross-correlation value may be biased 

towards this new position, giving rise to large errors.  

However, this feature is not restricted to exponential 

distributions. Any data statistical distribution would lead to a 

similar failing. The key issue is the finite analyzed spectral 

window. As observed in Fig. 2 (a) and Fig. 2 (b), the 

measurement spectrum at a given position can be divided into a 

correlated signal within a spectral range F and an uncorrelated 

spectral section appearing in the measurement due to an 

induced temperature or strain change (within a spectral range 

F0). Thus the total measured spectral range can be described as 

Ft= F0+ F. Only the correlated spectral section will contribute 

to the FS estimation through cross-correlation while the 

uncorrelated spectra will essentially give irrelevant 

contributions. If the spectral response in this region is high 

enough, this uncorrelated area may induce a spurious peak 

higher than the true correlation peak. This is the essence of the 

large errors when using CC as shift estimation method.  

In fact, CC is a common method for shift/time delay 

estimation found in several applications, such as sonar and 

radar [30], [31]. The appearance of large errors imposed by CC 

for stochastic signals has already been observed and modeled 

in time delay estimation [31]–[33]. The method for FS 

estimation in φ-OTDR and OFDR is mathematically equivalent 

to the time delay estimation problem, which means that we can 

use a similar approach to model it. By adapting the model from 

time delay estimation literature [33], the PLE in φ-OTDR can 

be written as:  

 
2

1 exp
2

1

2
PLE M

C

C


  

 
 
 

  (4) 

where  

   
1/2

2 2
2 1

s

SNR
C B F

SNR SNR  
 

              (5) 

and M=2F0/Fc, a unitless coefficient scaling the relative 

importance of the uncorrelated spectral range F0 with respect to 

the width of the correlation peak Fc. Bs is the statistical 

bandwidth which is defined as: 
1

2 ( )sB f df






 
  
                            (6) 

where ( )f  is the normalized correlation function of the 

signals [26]. For example, for a rectangular pulse of width τ and 

considering an exponential delay distribution, the calculated 

Bs =1.38τ. Note that the SNR in the above expressions is the 

ratio between the variance of the spectrum and the variance of 

the noise across the full measured spectral window, hence the 

impact of fading signals is averaged out. Under the assumption 

of 1SNR we have: 

   
1/2

2 2
1/ 3

2 1

SNR

SNR SNR


  
 

          (7) 

Therefore, the expression of PLE can be simplified as 

 0

3
2 / 1 exp

2 6

s
c

s

B F
F F

PLE
B F



 
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 
        (8)  

For a rectangular pulse, Fc=1/τ and Bs =1.38τ, so that 

Eq. (8) can be rewritten as 

 0

3 1.38
2 1 exp

2 6

1.38 F
L

F

P E

F






 
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 
          (9) 

From Eq. (9), it is possible to observe that: with a certain 

pulse width τ, the PLE is linearly related to F0 when
0 1F  , 

while the frequency range F decreases the PLE exponentially. 

Intuitively speaking, the spectra in the range of F for reference 

and measurement are correlated and therefore contribute to the 

same peak in the correlation spectrum. Consequently, this 

peak, placed at δftrue, grows exponentially with the increase of 

F, leading to an exponential reduction of the PLE. On the other 

hand, any perturbation applied on the fiber (such as 

temperature or strain change) leads to a loss of correlation in 

the data points, which are replaced by uncorrelated data over a 

range F0. This feature contributes to the occurrence of random 

side lobes in the cross-correlation spectrum, showing an 

increasing probability to turn higher than the true correlation 
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peak. As a result, the increase of F0 increases the PLE linearly 

(when 
0 1F   ). 

IV. COMPARISONS OF THE THEORETICAL AND EXPERIMENTAL 

PLE  

To investigate the impact of the measurement parameters, 

such as the pulse width, the scanned frequency range and the 

scanning frequency step on the PLE, a direct-detection based 

φ-OTDR is implemented to obtain the experimental spectra 

along a sensing fiber.  

The experimental setup is depicted in Fig. 3. A DFB laser 

with 1 MHz linewidth is used as a coherent light source. Pulses 

are generated with an extinction ratio high enough for the 

number of resolved points along the fiber with two cascaded 

electro-optical modulators (EOMs). The pulse width is set to 

0.5-1 ns, thereby allowing a spatial resolution of 5-10 cm. An 

erbium-doped fiber amplifier (EDFA) is then inserted to boost 

the pulse peak power, though at a level below the onset of 

nonlinear optical effects in the sensing fiber. The coherent 

pulse is launched into the sensing fiber and the back-captured 

Rayleigh scattering is then pre-amplified using another EDFA 

before photo-detection. The amplified spontaneous emission 

(ASE) noise introduced by this EDFA is filtered out by an 

optical filter with a bandwidth of 1 nm. The bandwidth of the 

PD is 3 GHz. An oscilloscope operating at a sampling rate of 

5/10 Gs/s is used to digitize the electrical signal for further 

analysis. The sensing fiber here is a single-mode fiber with a 

length of about 860 m, from which 5 m are immersed into a 

water bath to apply temperature changes (see later Section V).  

Here, the sweep of the optical frequency is performed by 

directly modulating the temperature of the laser to cover a 

relatively large scan range of 100 GHz, using a remotely 

controlled laser power supply. In the later experiment using 

least mean squares (LMS) for the frequency shift estimation, a 

laser current scan is implemented for the live measurements to 

achieve a fast frequency sweep. The frequency step Δf here is 

100 MHz and 200 MHz when using 1 ns pulse and 500 ps 

pulse, respectively. To secure a high enough SNR, each 

retrieved trace is averaged 4000 times. 

Laser1 EOM1

PD

EDFA 1

TF

OSC.

FUT
Cir.

Sync.

Coupler

PG1

EOM2

OSA

PC

Water bath

Water containerPG2

EDFA 2

Trigger

 

Fig. 3. Experimental setup of frequency-scanned φ-OTDR (EOM: 

electro-optical modulator, EDFA: erbium-doped fiber amplifier, Cir: 

circulator, FUT: fiber under test, TF: tunable filter, PD: photodetector, OSC: 
oscilloscope, PC: personal computer, PG: pulse generator, Sync, 

synchronization) 

Using this scheme, the coherent Rayleigh spectrum over the 

entire fiber is measured with spatial resolutions of 5 cm and 

10 cm. To obtain the experimental PLE for different scanning 

ranges Ft, the following procedure was applied: 

a. Obtain the Rayleigh spectrum of the fiber over a range 

of 100 GHz: Xi,0(f), f ∈[0, 100 GHz]. Here, i denotes 

the position along the fiber and j denotes the 

measurement sequence; 

b. Choose ‘reference’ and ‘measurement’ data from Xi,j(f). 

For a certain scanning range Ft and frequency shift F0, 

let the reference spectrum be Si,0(f)=Xi,0(f), f∈[0, Ft] 

and the measurement spectrum be Si,j(f)=Xi,0(f), f∈[F0, 

F0+Ft]. Therefore, the spectrum of the reference Si,0(f) 

and the measurement Si,j(f) are subsets from the same 

data set, will span over a total range Ft and the true FS is 

δftrue= F0. Since both Si,0(f) and Si,j(f) are taken from 

Xi,0(f), the two spectra can be considered to have perfect 

SNR (effectively there is no variance between the two 

correlated spectra);  

c. Cross correlate Si,0(f) and Si,j(f) to get the correlation 

spectrum Ci,j(δf) and obtain the estimation using Eq. (2); 

d. Determine if ,i j
 
is a large error by determining if  

, ,
,

1

2
i j i j true c

i j
f f F     ;

 

e. Repeat steps a-d for each sampled position to get the 

total number of large errors. PLE is estimated as the 

ratio between the number of large errors and the total 

number of sampled positions. 

The experimental results are obtained through the 

aforementioned process, and the theoretical results are 

calculated by Eq. (9) by replacing F with Ft – F0. 

An exponentially decaying tendency of the PLE as a 

function of the frequency scanning range Ft is shown in 

Fig. 4 (a) and (b), as predicted. Fig. 4 (c) shows a comparison 

of the PLE (in log scale) obtained with two different pulse 

widths. It can be seen clearly that, with the same frequency 

scanning range Ft, the PLEs of the longer pulse decrease faster 

than that of the shorter pulse, demonstrating that the 

implementation of a robust Rayleigh sensor with high spatial 

resolution becomes extremely challenging due to the increased 

probability of large errors. Fig. 4 (d) shows that the PLE grows 

with increasing F0, but grows much faster when using shorter 

pulses. This means that the measurable temperature and strain 

change must be kept smaller using high spatial resolution 

schemes.  

It must be noted that similar PLEs will be obtained at high 

spatial resolution by simply rescaling proportionally the 

frequency scanning range, since eventually this is the width of 

the correlation peak normalized to the frequency scanning 

range that scales the PLE. 

Note that in all these cases, the experimental results show a 

good agreement with the theoretical results, validating the 

model proposed in Section III. This means that the PLE can be 

reliably predicted using Eq. (9) when all the measurement 

parameters are known. For instance, Fig. 4 (c) shows that 

PLE=10-3 when the spectral scanning range is 50 GHz and the 

pulse width is 500 ps. This means that, in principle, in a 

50 m-long sensor with 5 cm spatial resolution (i.e. having only 

1,000 sensing points) and high enough SNR, there will be 

statistically one large error for each measurement. If the 

scanning range increases up to 70 GHz, the PLE reduces to 
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10 -4, which is statistically still not low enough to allow reliable 

measurements if the number of sensing points is large. 

(a)

(b)

(c)

(d)

Scan range F (GHz)

Scan range F (GHz)

Frequency shift F0 (GHz)

Scan range F (GHz)

 

Fig. 4. Comparisons between experimental and theoretical results. The 

probability of large error v.s. scan range Ft with a pulse width of (a) 1 ns and (b) 
500 ps, F0 is the frequency offset between measurement and reference spectra; 

(c)  comparative PLE using different pulse widths (F0=3 GHz) (d) PLE 

dependence on F0 (Ft=30 GHz) 

dF
dFsF

Reference spectrum

Measurement spectrum

tF

 

Fig.5 Diagram to show the different scan ranges of reference and measurement 

It may be argued that the above mentioned large error 

problem can be alleviated by extending the frequency scanning 

range of the reference only, while keeping the measurement 

spectrum bounded to the same value. Let the scanning ranges 

of reference and measurement be Ft and Fs, respectively, Ft 

being larger than Fs, as shown in Fig. 5. In this case, the range 

relevant for correlating the signals can be kept as F (i.e. F=Fs) 

even through there is a shift δftrue in the measurement spectrum, 

as long as
true df F  , where

1
( )

2
d t sF F F . However, 

since the ranges of the reference and measurement are different 

in this case, there will always exist some spectral samples in the 

reference that are not contained in the measurement set (thus 

being uncorrelated) even when there is no temperature or stain 

change to the fiber. These samples are expected to contribute to 

the generation of random spurious peaks, increasing the PLE. 

The FS estimation in this case is made using the equations as 

below:  

, , ,0

0

1
( ) ( ) ( ) ,

sF

i j i j i

s

d d

C f S f S f f df
F

F f F

 



 

  

          (10) 

, ,

0 0

max arg ( )i j i j
F f F

f C f


 
  

                     (11)  

The experimental results are calculated following the same 

procedure as before, but in step b, the data used for 

cross-correlation have been changed into: 

b. For a certain measurement scan range Fs and range 

difference F0, Let Si,0(f)=Xi,0(f),  f∈[0, F0+Fs] and 

Si,j(f)=Xi,0(f), f∈[0, Fs]; 

In this case, the correlated spectral range F equals to the 

measurement scanning range Fs, while the uncorrelated 

spectral range F0 equals to 2Fd. The results of the calculated 

PLE through experimental data and the presented analysis 

method are shown in Fig. 6. An exponential decay tendency of 

PLEs versus the increase of Fs is again visible, indicating that 

the PLE grows as the range difference F0 between 

measurement and reference increases. It suggests that the larger 

the difference between the reference scan range Ft and the 

measurement scan range Fs, the larger the PLE, due to the 

presence of a larger number of uncorrelated points. 

In short, as long as there are different samples entering the 

spectral scanning windows of measurement and reference, the 

PLE remains larger than 0, no matter if the new sampled points 

are due to temperature or strain-induced frequency shift or 
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simply due to differences in the reference and measurement 

scanning ranges. In principle, only when both reference and 

measurement scanning ranges are the same and temperature or 

strain do not change, the PLE reaches zero (under the 

assumption of no statistical noise). This condition is of course 

in total contradiction with the purpose of a sensing system. 

It must be noted that, all calculations are based on the same 

measurement, which has been obtained under a very high SNR 

condition. In normal conditions, under the presence of 

significantly higher noise levels, the level of correlation 

between common spectral sections will be reduced, thus 

increasing the PLE.  

(a)

(b)

Scan range Fs (GHz)

Scan range Fs (GHz)
 

Fig. 6. PLE vs. spectral scanning range of measurement Fs with a pulse width 

of (a) 1 ns and (b) 500 ps when the scanning ranges of the reference and 
measurement are different. Ft = Fs + F0, F0 = 2Fd is the frequency range 

difference between the measurement and reference spectra. 

V. FS USING LEAST MEAN SQUARES (LMS) IN Φ-OTDR 

As discussed in the previous section, the PLE using 

cross-correlation is often not negligible to secure confident 

sensing conditions. The question arises if another method is 

more effective to reliably estimate the frequency shift. Here, an 

approach based on least mean squares (LMS) is proposed for 

retrieving the frequency shift in Rayleigh sensing, by 

evaluating the degree of similarity between particular sections 

of the spectra and estimating the offset between them. 

Assuming that the scanning ranges of reference and 

measurement are Ft and Fs respectively, the mean square error 

between reference and measurement is defined as 

2

, , ,0

0

1
( ) ( ( ) ( )) ,

F

i j i j i

d d

D f S f S f f df
F

F f F

 



  

  



         

(12) 

and the FS estimation is 

 
, ,

( , )

min arg ( )
d d

i j i j
f F F

f D f


 
 

  .                        (13) 

LMS measure the amplitude difference between two 

spectral regions, so that the estimated frequency shift is the one 

associated to the minimum LMS. This way the weight of each 

spectral points is identical – even the most frequently occurring 

spectral points of low amplitude equally contribute to the 

estimation – thereby the seldom-occurring high-amplitude 

points would not lead to large error. In reality, the minimum 

value will not be zero due to the presence of noise; however, 

the minimum LMS will be located only at the frequency shift 

corresponding to the true spectral shift, as illustrated in Fig. 7. 

f

    

               

f

 
Fig. 7. Principle of the frequency shift estimation using the proposed least 

mean squares (LMS) method. (a) The measurement spectrum at a given 

point (red) is swept over the broad reference spectrum (blue) and LMS are 

calculated for each relative spectral position δf. (b) Mean square errors as a 

function of the frequency shift δf showing a clear minimum value which is the 

estimation of the best similarity. 

Fig. 8 compares the PLE obtained when using 

cross-correlation and the proposed LMS method using the 

same datasets. In Fig.8 (a), PLE is calculated with infinitely 

high SNR (when Si,j and Si,0 are obtained from the same dataset 

Xi,0(f), using different scanning ranges for the reference and 

measurement). It can be seen that, with no statistical variations 

(noise), the PLE is always zero using LMS even if the scanning 

range of the measurement Fs is only 2 GHz. In Fig. 8 (b), the Si,j 

and Si,0 used for calculation are taken from different datasets 
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(Si,0 is taken from Xi,0(f), and Si,j from Xi,j(f) (j > 0)), hence noise 

is present. The figure shows that, in presence of noise, the PLE 

is not always zero when using LMS, as expected, but still, it is 

significantly reduced by the LMS estimation compared to 

cross-correlation. The results also clearly indicate that when 

the scanning range Fs reaches 8 GHz, the PLE becomes 

negligible in our experiment using LMS. In other words, only a 

scanning range of 8 GHz is required using the proposed 

method, significantly speeding the acquisition. 

(a)

(b)

 
Fig. 8. Comparison of PLE between LMS and correlation with increasing scan 
range of measurement Fs (τ=1 ns), (a) with noise; (b) without noise 

To explain the mathematical difference between LMS and 

CC, we can open the brackets in Equation (12), and rewrite it 

as: 

 

, ,0

,

2 2
,

0 0

,0

0

1
( ) ( ( ) ( )

2 ( ) ( ) ),

i j i

i j

F F

i j

F

i d d

D f S f df S f f df
F

S f S f f df F f F

 

 

  

    

 


 (14) 

Comparing Eq. (14) with Eq. (10) shows that the minimum 

of 
, ( )i jD f will be co-located with the maximum of 

, ( )i jC f , provided that the first two terms on the right hand of 

Eq. (14) are constant. This condition is fulfilled when the mean 

energy of the process does not depend on the size of the 

integration window, proving the theoretical convergence. 

Practically, this co-location can only be strictly true in absence 

of CC large errors, i.e. when the signal and reference windows 

are infinitely large as stated by Eqs. (8)-(9).  

In order to validate the performance of the proposed 

LMS-based method, a temperature sensing experiment is set up 

by placing the last few meters of fiber into a temperature 

controlled water bath to create a hotspot. A 500 ps pulse is 

used, corresponding to a spatial resolution of 5 cm. The 

temperature sensing experiments are carried out with a 

200 MHz frequency scanning step. A reference measurement 

over a ~140 GHz range is first acquired, which is realized by 

tuning the laser temperature. This lengthy acquisition is made 

once forever under controlled conditions (stable temperature). 

In contrast, the spectral scanning for the live measurements is 

realized by laser current tuning, so that the acquisition can be 

way faster (~15 s). The scanning range of the measurement 

spectrum is set to cover 16 GHz, which is much shorter than the 

reference spectrum. A 100X averaging is performed at 

acquisition before any data processing. The temperature at the 

hotspot is varied from 0 K to 41 K with respect to room 

temperature. 

(a)

(b)

(c)

Δd=4.28 cm

 
 

Fig. 9. Experimental results of temperature sensing using the proposed 

LMS-based φ-OTDR: (a) Spectra of the reference (blue line, obtained by 

tuning the temperature of the laser) and 6 measurements at different 
temperatures (at a fiber position of ~852 m, obtained by tuning the current of 

the laser); (b) Retrieved frequency shift profiles; (c) frequency shift 

distributions around the edge of the hotpot which confirms a spatial resolution 
of less than 5 cm.  
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Fig. 9 (a) shows the measured spectra for different 

temperatures at a particular sensing point (distance ~852 m), 

along with the reference spectrum (solid blue curve). It clearly 

shows that the measurement spectra match well with the 

corresponding sections of the reference spectrum. These results 

also suggest that: 

1) The maximum measureable temperature range is 

actually limited by the spectral range of the reference 

but not that of the measurement. Therefore, a large FS 

range can be attained by only extending the reference 

spectrum while maintaining the high sensitivity of the 

system and a fast acquisition for sequential 

measurements. This is in clear contrast with the CC 

estimation.  

2) A measurement scanning range containing only few 

peaks (e.g. 2~3) in the spectral window is sufficient 

to estimate the frequency shift without large errors. 

This provides a crucial advantage in terms of 

measurement speed, since the number of scanning 

points for the measurement spectrum can be reduced.  

Besides, the measurement time is further reduced 

since the minimum scan range of the measurement is 

only a few tens of GHz (16 GHz in this experiment), 

the scan of the optical frequency is performed by 

tuning the current of the laser, which is practically 

faster settled than tuning the temperature of the laser. 

The profiles of the frequency shift along the end section of 

the fiber are shown in Fig. 9 (b), estimated using LMS at 

different temperatures. In the hotspot (starting from ~849.5 m), 

clear frequency shifts can be seen without large errors, being 

also in good agreement with the preset water temperature. A 

few glitches are present at fiber positions corresponding to 

transitions to and from the heated water bath, where the 

temperature is unstable and non-uniform over the interrogating 

spatial resolution. A spatial resolution of less than 5 cm can be 

verified in Fig. 9 (c), showing the frequency shift distributions 

around the front edge of a hot spot and confirming a transition 

in the measured profiles of 4.28 cm. 

Lastly, the frequency shift repeatability is calculated to be 

0.026 K, estimated by obtaining the standard deviations of each 

local estimated FS from 10 consecutive independent 

measurements, which shows a temperature dynamic range as 

large as 36.5 dB (an uncertainty of about 1/5000 of the 

measureable temperature change). 

VI. CONCLUSIONS 

The probability of large errors (PLE) occurring in φ-OTDR 

employing frequency shift estimation through cross-correlation 

is addressed for the first time in this paper. It turns out to be a 

critical limitation and PLE occurrences are essentially 

unpredictable. According to the proposed model, the PLE 

decreases exponentially with the frequency scanning range and 

grows linearly with the applied frequency shift (when 

0 1F  ). The results of our analysis agree well with the 

experimental results. The analytical model clearly shows that 

large errors on the FS estimation of φ-OTDR unavoidably 

occur when using cross-correlation techniques due to purely 

stochastic reasons related to the limited spectral window of 

analysis, even in conditions of perfect signal to noise ratio. 

Moreover, we have proposed a method to circumvent these 

large errors, employing a least mean squares estimation of the 

similarity between reference and measurement spectra. Using 

this method, the stochastic cause of large errors can be totally 

suppressed and becomes only limited by noise. The maximum 

temperature measurement range can be safely enlarged while 

keeping a limited spectral scan for running acquisitions. As a 

result, a φ-OTDR system with a spatial resolution of 5 cm and 

sensing range of about 860 m is demonstrated, which has a 

dynamic range of temperature change of about 36.5 dB and 

very robustly immune to large statistical errors. 

Finally, it should be noted that large errors do not only 

occur in correlation-based φ-OTDR. A similar model can be 

developed for any Rayleigh-based distributed sensor 

employing frequency shift estimation of the backscattered 

spectra based on cross-correlation, such as coherent OFDR.  
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