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Prologue 
 

 It seems to me that just some days have passed since my first 

excited-state calculation, a couple of months after starting my Ph.D. 

program: it was a 2+2 face-to-face cycloaddition of two ethylene molecules. 

 I could not know, after a Master thesis focused on polymeric 

complex systems (which I liked, by the way), that a so little system could 

explain to me so much of the physics and chemistry that I applied and 

discussed all over my four years of Ph.D. Thesis. 

 For sure, at that time I did not know that the same exact little 

system was studied about twenty years earlier resulting in the first relevant 

publication on the evidence of a conical intersection in excited-state 

reactivity (Bernardi et al. 1990). 

 Since then, I started to think in terms of intersection hyperspaces, 

avoided crossings, branching planes, non-adiabatic couplings... 

 

 



 

Preface 
 

 In this PhD Thesis, the results obtained while performing my 

graduate student project are organized in eight chapters. 

 The first chapter is an introduction to the field of photochemistry, 

posing special attention on its history, potentialities and future perspectives 

(sections 1.1 and 1.2). It follows a description of hydrogen bonds in 

biologically relevant systems, including an overview of electron, proton and 

energy transfer processes (section 1.3). These are fundamental processes to 

understand the presented mechanisms of photostability and molecular 

switching (sections 1.4 and 1.5). 

 In the second chapter, the aims of the Ph.D. project are 

summarized, in order to help the reader in fully understanding the results 

obtained. 

 The methods applied are explained in chapter 3. Especially, a 

description of multiconfigurational ab initio methods (CASSCF and CASPT2, 

in section 3.1) and quantum mechanics/molecular mechanics methods 

(section 3.2) is given. How to calculate spectroscopic properties, relaxation 

pathways, crossings between electronic states and semiclassical dynamics is 

explained in section 3.3, including a list of the software and packages used. 

 Chapters 4, 5 and 6 contain all the novel results found during this 

Ph.D. Thesis: UV-photostability mechanisms in amino acids and proteins are 

presented in section 4.1, while a novel method to define and quantify the 

energy transfer between a donor and an acceptor molecule is explained in 

section 4.2. Chapter 5 contains the description of a methodology to 

approximate the CASPT2 energy gradient vector for "on the fly" excited-

state semiclassical dynamics, which was applied to study a retinal 

chromophore model. Chapter 6 is dedicated to modulation of the 

absorption energy, through the systematic study of a series of S-

nitrosothiols, that was considered as reference for the development of a 

method to define the structural substituent effect in the excitation energy 

of a chromophore (section 6.1). Finally, a method to perform analytical 



 

dynamics with applied external forces was developed and applied to 

modulate the spectroscopical properties of azobenzene, one of the most 

common photoswitches. 

 Summary and conclusions are contained in chapter 7 (English 

version) and in chapter 8 (Spanish version), in partial fulfillment of the 

requirements to obtain an "International Doctorate" mention, as 

established by the "European Higher Education Area" and applied by the 

University of Alcalá through the RD 1393/2007. 

 A list of all articles published in peer-reviewed journals is finally 

added. 

 Apart from my Ph.D. supervisor, Prof. Dr. Luis Manuel Frutos , I 

would like to thank all contributors to the results obtained: Prof. Dr. Obis 

Castaño (chapter 4), Prof. Dr. Roland Lindh and Dr. Isabelle Navizet 

(subsection 4.1.3), Prof. Dr. Massimo Olivucci, Alessio Valentini and Samer 

Gozem (chapter 5), Dr. Manuel Temprado (section 6.1), Prof. Dr. Diego 

Sampedro and Cristina García-Iriepa (see list of publications and subsection 

6.1.2), Felipe Zapata (subsection 6.1.2 and section 6.2), Miguel Ángel 

Fernández-González and Alberto López-Delgado (subsection 6.1.2).



 

 

 

 



 
9 Chapter 1 

1. Introduction 
 

 

 

 

 

From up left to right: 

Erwin Schrödinger, Manfred Eigen, George Porter, 

Ronald George Wreyford Norrish, John A. Pople and Ahmed H. Zewail 
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1.1 Electromagnetic and Solar Spectra 

 

 The electromagnetic spectrum is the range of all possible 

wavelengths (or frequencies) of electromagnetic radiation. In principle, the 

electromagnetic spectrum is continuous and infinite, being in practice 

limited by the Planck length for short wavelengths, and by the size of the 

universe for long wavelengths. 

 Nowadays, electromagnetic radiation properties are extensively 

used for technological and scientific purposes, being of special interest in 

physics and chemistry for the application to different kinds of spectroscopy, 

by which it is possible to characterize matter. The electromagnetic 

spectrum can be divided into different types of radiation, depending on the 

specific range of wavelengths (or frequencies), therefore broadly defining 

different regions of the spectrum: radio (>108 nm), microwave (105−108 

nm), infrared or IR (750−105 nm), visible (390−750 nm), ultraviolet or UV 

(10−390 nm), X-rays (10-2−10 nm) and gamma rays (<10-2 nm). 

 The Sun, as every object, emits and absorbs part of the 

electromagnetic radiation. Especially, the Sun radiates light in a broad 

continuum range including IR, visible and UV regions (Figure 1.1). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 Solar spectrum subdivided into UV, visible and IR regions (ASTM 2008). 
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 The maximum solar spectral irradiance corresponds to the visible 

region, with a long tail in the near-IR (750−1400 nm) and short-wavelength-

IR (1400-3000 nm) regions. Moreover, a considerable part of the solar 

spectrum corresponds to near-UV (300−390 nm) and middle-UV (200−300 

nm) irradiation. 

 In this Ph. D. Thesis, the attention is focused on molecular reactivity 

started by solar irradiation even though, for particular requirements, we 

can also consider laser sources at specific wavelengths. Indeed, the Sun 

provides a natural and renewable source of energy which carries 

advantages and disadvantages: on the one side, solar cells and solar power 

plants were developed in order to convert solar energy into electrical 

energy, therefore offering a possible alternative to conventional resources, 

as oil and gas, e.g. by the "Archimede Project" which permitted to build the 

first concentrated solar power plant to use molten salt for heat transfer and 

storage (see www.archimedesolarenergy.it). In this direction, considerable 

advances have been made by inorganic solar cells, while organic solar cells 

are trying to emerge as well (Green et al. 2011; Servaites et al. 2011; 

Service 2011). Moreover, different classes of photosensitive molecular 

switches and motors were designed, synthesized and characterized, with 

broad medical, biological and technological aims (see section 1.5). 

 On the other side, a major risk for all photoactivated biological 

processes is UV-radiation exposure, which can cause structural and 

conformational changes, resulting in a loss of the system function or 

activity. This, coupled to the ozone depletion phenomena (which results in 

decline of the total ozone volume in Earth's stratosphere, and therefore in 

increased UV exposure) leads to a variety of biological and medical 

consequences, including increases in photoinduced mutations of the 

genetic material (DNA and messenger-RNA), cataracts and skin cancers. 

 

 

1.2 Brief History of Photochemistry 

 

 The 1967 Nobel Prize in Chemistry was awarded to Manfred Eigen 

(one half of the Prize), Ronald George Wreyford Norrish and George Porter 

http://en.wikipedia.org/wiki/Molten_salt
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(the other half of the Prize) “for their studies of extremely fast chemical 

reactions, effected by disturbing the equilibrium by means of very short 

pulses of energy”. Their pioneering work was oriented towards the 

development of the instrumentation to study chemical reactions in the 

microsecond timescale. 

 The principle that the three scientists applied was simple: perturb 

the chemical system in order to move it out of equilibrium conditions, and 

detect the way the system restores to equilibrium or evolves to products, 

including short-lived molecular species. Eigen developed a sound waves 

based perturbation technique, while Porter, working with Norrish, designed 

an apparatus based on UV flashes to perturb systems, generating 

electronically excited-states (Van Houten 2002). 

 As Porter himself said, it was in World War II, while serving the 

Royal Naval Volunteer Reserve Special Branch as an Officer and radar 

scientist working with pulses of electromagnetic radiation, that he started 

to think about the postgraduate research project that he will realize after 

the war at the University of Cambridge with Norrish. But it was only in 

1947, after looking at how flash lamps were being manufactured at the 

Siemens factory in Preston (United Kingdom), that he finally realized how to 

“study transient phenomena”: a first flash to generate a pulse of energy by 

which the system could be electronically excited, and a second flash to 

detect the transient phenomenon. This means that the time passing 

between the two flashes is the crucial variable determining the resolution 

of the method (Farago 1975). 

 The original flash photolysis apparatus consisted of a pulsed lamp (a 

1 m long quartz tube of 2000 μF charged to 4 kV, which could be discharged 

in 2 ms) adopted by the Royal Air Force for aerial night-time photography, 

and a less intense light source as probe flash, in order to measure 

absorption changes 50 μs after the first flash. The timing was ensured 

through a mechanical wheel engineered with slits (see Figure 1.2). 

Previously, “fast chemical reactions” were considered the ones studied on 

the sub-second time scale through stopped-flow instrumentation, 

developed in the 1920's. Therefore, flash photolysis allowed a substantial 

advance in science since 1950's, when a millisecond measurement was 

considered “far beyond direct physical measurement” (Thrush 2003). 
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 The first experiments conducted by flash photolysis were on triplet-

triplet absorption in polyaromatic hydrocarbons, focusing at the kinetics of 

decay of the triplet state and solvent effects, as presence of oxygen and 

viscosity of the medium (Windsor 2003). 

 We have to wait almost the end of the century for international 

recognition of more advanced studies of transient phenomena: in 1999 the 

Nobel Prize in Chemistry was awarded to Ahmed H. Zewail “for his studies 

of the transition states of chemical reactions using femtosecond 

spectroscopy”. Basically, the brilliant work of Zewail and coworkers 

consisted in developing techniques for applying laser pulses in the 

femtosecond time scale (1 fs = 10-15 s) to the investigation of chemical 

reactions, generating snapshots of the ongoing chemical reaction to 

demonstrate how chemical bonds are formed or broken. 

 

 
 

Figure 1.2 Left: the original flash photolysis apparatus (Thrush 2003). Right: femtosecond 

spectroscopy setup in the Laboratory of Molecular Sciences at California Institute of 

Technology (see http://www.lms.caltech.edu). 

 

 On the side and together with experimental science, theoretical 

advances have been made as well, permitting to formulate, predict and 

validate experimental findings, through mechanistic and dynamical 

descriptions. Conceptually, most of the photochemistry can be explained 

and rationalized by means of potential energy surfaces, PESs (see chapter 

3). In 1927 it was proposed the so called Born−Oppenheimer 

approximation, named after Max Born and J. Robert Oppenheimer, by 

which the wavefunction and energy of a polyatomic average-size molecule 

can be calculated (Born and Oppenheimer 1927). Basically, it permits to 

separate the total wavefunction into an electronic and a nuclear part: 
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                                                       Eq. 1.1                             

 

 Therefore, the electronic Schrödinger equation (corresponding to 

the             wavefunction) can be solved while keeping fixed the nuclei 

position. In case the effects of the quantum mechanical nuclear motion 

have to be introduced, energy derived from the electronic Schrödinger 

equation is taken as the potential energy for the nuclear Schrödinger 

equation, which contains only nuclei variables. The success of the 

Born‒Oppenheimer approximation is a consequence of the low ratio 

between electron and nucleus masses, and consequently of the large ratio 

between their velocities. This alternative procedure to the calculation of 

the total time-dependent Schrödinger equation, makes feasible the 

calculation of molecular wavefunctions. 

 Within the Born‒Oppenheimer adiabatic approximation, PESs 

determine nuclear motion and, therefore, chemical reactivity. Thermal 

reactions usually occur on one PES, which describes the electronic ground-

state. However, the theoretical treatment of any photochemical reaction 

requires at least two PESs to be taken into account, i.e. the ground-state 

and one or more electronically excited-states. This leads to two different 

possible scenarios: PESs never cross (e.g. in case of fluorescence) or do 

actually cross through conical intersections or avoided crossings. If the 

former case can be correctly treated by the Born‒Oppenheimer 

approximation, the same is not true for surface crossings, where the 

Born‒Oppenheimer approximation is not valid, as demonstrated by John 

von Neumann, Eugene P. Wigner (von Neumann and Wigner 1929) and 

Clarence Zener (Zener 1932). Radiationless relaxation of excited-states, 

ultrafast intersystem crossing and photoinduced isomerization of 

polyatomic molecules are typical phenomena associated with violation of 

the Born‒Oppenheimer approximation. 

 Later on, theoreticians as Edward Teller (Teller 1937), Walter 

Kauzmann (Kauzmann 1957) and Theodor Förster (Förster 1970) accepted 

the concept of PESs, anyway without attempting to characterize these 

points. It was Howard E. Zimmerman (Zimmerman 1966), by reformulating 

the Woodward−Hoffman rules, to explain that, in the Hückel 

approximation, ground and excited PESs can cross at a point located on a 

symmetry-forbidden path of a pericyclic reaction, finally clarifying the 
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different nature of thermal and photochemical reactions of such type. Five 

years later, Ralph C. Dougherty generalized Zimmerman's conclusion 

(Dougherty 1971). 

 The next stage of development required the extensive use of 

computers, by which polyatomic studies could be carried out, and a 

comparison with experimental findings more likely to happen. At this point 

the theoretical and computational photochemistry community becomes to 

enlarge: several groups studied conical intersections imposed by symmetry, 

while Lionel Salem extended Zimmerman's work from a qualitative to a 

quantitative level (Salem 1974). 

 Therefore, theoretical and computational advances are making 

possible, at the present state-of-the-art, a qualitative understanding of 

organic photochemistry unforeseeable fifty years ago. But, as usual in 

science, there are limits to the existing experimental and theoretical 

methods, which create new challenges and future perspectives. On the 

experimental side, the development of attosecond spectroscopy (1 as =    

10-18 s) makes the scientific community believing that “attochemistry” may 

soon be possible, by probing and tracking the real-time motion of electrons 

(Bucksbaum 2007; Cavalieri et al. 2007; Smirnova 2010). On the theoretical 

and computational side, many efforts are being directed towards 

acquisition of a quantitative picture, in order to predict photochemical 

reactivity aspects not only in a qualitative way. Especially, mechanistic and 

semi-classical dynamics methods are being applied to a large area of 

possible applications, proposing new mechanisms and reporting about the 

importance and relevance of the intersection space exploration. Solvent 

effects are introduced by different possible schemes, in order to reach a 

more realistic description (see chapter 3). Nonetheless, qualitative levels of 

theory can be used in order to develop new methodologies, at least in a 

first benchmarking stage. 

 I hope that the present Thesis can be considered, at least up to a 

certain extent and within all the limits to be valued, part of the present 

history of photochemistry.  
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1.3 Hydrogen Bonds in Biologically Relevant Systems 

 

 Hydrogen bonding interactions play a crucial role in chemical, 

physical and biological processes like enzyme catalysis, crystal engineering, 

condensed supramolecular chemistry, proton transfer, etc. Especially, the 

concept of hydrogen bonding became fundamental in biochemistry about 

sixty years ago, thanks to the correct proposals of -helix and -sheet 

primary structural motifs in protein secondary structure (Pauling and Corey 

1951), and of the DNA double helix structure (Watson and Crick 1953) 

(Figure 1.3). Nowadays, the role of hydrogen bonds is well known to be 

crucial in determining the conformation and biological function of proteins 

(Cantor and Schimmel 1980; Jeffrey and Saenger 1991). There are different 

types of hydrogen bond interaction: strong hydrogen bonds (bond energy > 

10 kcal·mol-1) are usually characterized by a positively charged donor group 

or by a negatively charged acceptor group, e.g. O+···H−O or O−H···O-. Such 

hydrogen bonds provoke the formation of excessively rigid structures to 

participate in most of biochemical functions, since they would essentially 

block any biological process (Watson 1965). Therefore, essential biological 

interactions are determined by weak hydrogen bonds (bond energy <        

10 kcal·mol-1). 

 Especially, hydrogen bonding is important in determining the three-

dimensional structure of proteins and nucleic acids, which folding and 

unfolding into specific shapes has direct consequences on biochemical and 

physiological fundamental functions. In particular, the CO and NH groups of 

the protein backbone, which can form hydrogen bonds between different 

amino acids of the same polypeptide chain, mainly determine the type of 

secondary structure within the proteins (-helix, -sheet, etc.); additionally, 

hydrogen bond interactions within amino acid side-groups help in forming 

the tertiary structure. Moreover, hydrogen bonds within proteins are 

crucial in the enzymatic activity via recognition of substrates in the binding 

region of protein complexes (Dobson and Hore 1998; Lyon et al. 2002; Pal 

and Zewail 2004), and in the catalysis of chemical reactions, as carbonic 

anhydrase (Lu and Voth 1998), serine protease (Warshel et al. 1989; Li et al. 

1998) and alcohol dehydrogenase (Sekhar and Plapp 1988). In DNA, the 

typical double helix structure is mainly due to hydrogen bonding between 
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the base pairs, which enables replication by forming a couple of DNA 

complementary strands, being this process the basis for biological 

inheritance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3 Examples of main biochemical motifs keeping their tridimensional structure and 

function thanks to hydrogen bonds. In proteins: α-helix, with i+4→i hydrogen bonding 

pattern (a); 310 helix, with i+3→i hydrogen bonding pattern (b); β-hairpin, composed by two 

antiparallel β-strands connected by a β-turn (c). All polypeptide sequences are (Glycine)n. In 

DNA: adenine (A) and thymine (T) base pair present two hydrogen bonds, while cytosine (C) 

and guanine (G) present three hydrogen bonds (d). 

 

 The hydrogen bond energy can be considered a combination of 

different components: electrostatic attraction, exchange repulsion, 

polarization, charge transfer character, dispersion and the coupling term 

which is important only for short hydrogen bonds length (Kitaura and 

Morokuma 1976).  

 

 

1.3.1 Electron and Proton Transfer Processes 

 

 One of the most important properties related to hydrogen bonds is 

that they were shown to facilitate proton transfer in the ground-state 
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(Zundel 1992). For example, the high electrical conductivity of water could 

be explained by proton transfer: H3O
+ and OH- are formed as defects which 

can move by “structural diffusion” across the O···H−O hydrogen bonds 

network (Eigen and de Maeyer 1958). Therefore, electron transfer (ET) and 

proton transfer (PT) processes, both in ground and excited-state, are crucial 

in understanding biochemical properties of hydrogen-bonded molecules. 

Apart from single ET and PT processes, different mechanisms were 

proposed theoretically and experimentally: stepwise ET followed by PT 

(ETPT), stepwise PT followed by ET (PTET) and concerted proton coupled 

electron transfer (PCET). These mechanisms correspond to net transfer of a 

hydrogen atom, being eventually possible the stabilization of a hydrogen 

transferred product, or being more feasible a reverse path back to the 

reactant, i.e. unidirectional or bidirectional ETPT, PTET, PCET (Figure 1.4). 
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Figure 1.4 Possible electron transfer (ET) and proton transfer (PT) processes induced 

thermally and photochemically in a hydrogen-bonded moiety (A‒H···B), including stepwise 

(ETPT, PTET) and concerted (PCET) mechanisms. Formation of products ((A‒H)
+
···B, A

-

···(H‒B)
+
, A···H‒B), as well as reversion of the path back to A‒H···B, is shown by schemes of 

the energy as function of the relevant reaction coordinate (r.c.), and by the corresponding 

chemical formulae. For photoinduced processes, excitation to a local excited singlet state 

(S1) or directly to the charge transfer singlet state (S2) are considered (vertical arrows), 

followed by reactant restoration (red path) or photoproduct formation (black path). 

 Thermal processes proceed on the ground-state PES, being the 

limiting factor the activation energy from reactants to products (or, in case 

of ETPT and PTET, from reactants to intermediates and from intermediates 

to products), determined by the corresponding transition states. Ground-

state electron and proton transfer reactivity mediated by hydrogen bonds 

in biochemical environments has been discussed throughout the literature, 

including single ET (Marcus and Eyring 1964; Kuki 1991; Therien et al. 1991; 

Ye and Ladik 1993; Basilevsky et al. 1994; Barbara et al. 1996; Bixon and 

Jortner 1999; Herz et al. 1999), single PT (Lowdin 1965; Umeyama et al. 

1984; Warshel et al. 1989; Li et al. 1998; Lu and Voth 1998; Braeuer et al. 

2002; Tautermann et al. 2003; Matsui et al. 2007; Matsui et al. 2009) and 
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differently coupled ET and PT (Cukier 1996; Cukier and Nocera 1998; 

Soudackov and Hammes-Schiffer 1999; 1999; Decornez and Hammes-

Schiffer 2000; Soudackov and Hammes-Schiffer 2000; Hammes-Schiffer 

2001; Sjöedin et al. 2005; Irebo et al. 2008; Hammes-Schiffer 2009; 

Johannissen et al. 2009).  

 Photoinduced processes require excited-state PESs to be described: 

two main types of excited-states are shown in Figure 1.4: locally excited-

states and charge transfer states. For simplicity, only one locally excited 

singlet state (S1) and one charge transfer singlet state (S2) are shown, being 

in general possible the occurrence of more excited-states, differently 

crossing (or not) between them. The charge transfer state can describe the 

transfer of one electron or of one proton between the hydrogen bonded 

moieties, therefore being the population of the charge transfer state the 

limiting factor to initiate any process. Once irradiating the reactants 

(supposedly in the Franck−Condon region), the vertical excitation can 

populate a locally excited-state or directly a charge transfer state (usually at 

higher energies). Absorption is followed by redistribution of the photon 

energy into vibrational energy along the normal modes of the molecular 

system, determining a downhill energy path which can result in locating a 

minimum (Figure 1.4, on the locally excited-state), or a surface intersection 

(Figure 1.4, between charge transfer and locally excited-states). The 

accessibility of the intersection from the locally excited-state depends on 

the vibrational energy excess required to overcome the eventual energy 

barrier; also the topology of the crossing (see section 3.3.3) will determine 

the “fate” of the chemical reaction. After charge transfer state/locally 

excited-state crossing (usually an avoided crossing), the reaction proceeds 

downhill in energy up to a final cross with the ground-state (usually a 

conical intersection), which permits ultrafast formation of the 

photoproduct ((A‒H)+···B-, A-···(H‒B)+, A···H‒B) or reactant restoration 

through back ET and/or PT. Eventually, the photoproduct can revert back to 

the reactant via a transition ground-state. In case ET is followed by PT (or PT 

followed by ET), the corresponding photoinduced mechanism describes 

how both transfer processes are coupled, therefore determining up to 

which extent the mechanism is stepwise or concerted. 

 Different photoinduced charge transfer mechanisms were 

described in polypeptides and bioinspired systems (Serrano-Andres and 
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Fülscher 1998; Serrano-Andres and Fülscher 2001; Vullev and Jones 2002), 

leading eventually to PCET processes (Douhal 2004; Kobori and Norris 2006; 

Moore et al. 2008). 

 The scheme shown in Figure 1.4 is a general description of ultrafast 

photoinduced processes in a hydrogen bonded moiety, where radiationless 

deactivation is possible. Even though they correspond to high-efficiency 

processes, we should also mention radiative (and therefore non-ultrafast) 

photoinduced processes, by which the same products can be reached, but 

ultrafast reactant restoration is not possible (Figure 1.5). 

 

 
 

Figure 1.5 Schematic representation of electron and proton transfer photoinduced radiative 

processes in hydrogen bonded molecules (A‒H···B). Formation of products via vertical 

excitation (h1) to the locally excited-state (S1) or charge transfer state (S2) is shown (black 

path), involving in any case fluorescence (h2). The eventual path back to reactants is 

possible only by a transition ground-state. 

 

 As shown in Figure 1.5, the charge transfer state can be populated 

through direct vertical excitation, or mediated by a locally excited-state. 

Differently from non-radiative photoinduced processes (Figure 1.4), the 

charge transfer state does not cross with the ground-state, instead reaching 

an excited-state minimum, from where only fluorescence is possible (h2), 

therefore slowing down the overall mechanism, and not admitting ultrafast 

reactant restoration. Indeed, reactants restoration is possible only by 

eventual thermal activation of final products (Fores et al. 1998; Fores and 

Scheiner 1999; Fores et al. 2000; Paterson et al. 2005). 

 In all mentioned photoinduced processes (radiative and non-

radiative), singlet states are discussed. More generally, we should consider 
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also triplet states, eventually leading to singlet/singlet, triplet/triplet or 

singlet/triplet intersections. If singlet/singlet and triplet/triplet intersections 

can both provide radiationless deactivation of the excitation energy from a 

higher to a lower potential energy surface without changing the molecular 

spin state (i.e. internal conversion), singlet/triplet crossings do imply 

radiationless deactivation coupled to spin change (i.e. intersystem crossing). 

In the latter case, the probability of the event to happen is determined by 

the magnitude of the spin-orbit coupling. 

 Additionally, intermolecular ground-state and excited-state double 

proton transfer (DPT) were proposed as possible mechanisms in DNA 

(Florian et al. 1994; Florian and Leszczynski 1996; Matsui et al. 2009). More 

in detail, a hydrogen bonded base pair can exchange two protons by a 

stepwise or concerted mechanism: in stepwise DPT, a single PT occurs from 

the normal conformation to an intermediate zwitterionic form, followed by 

a second single PT, establishing the tautomeric form. In concerted DPT, the 

mechanism does not proceed through any intermediate, being both 

protons simultaneously transferred to form the tautomer (Douhal et al. 

1995). The eventual catalytic role of water in DPT processes between base 

pairs was also considered (Ceron-Carrasco et al. 2009; Ceron-Carrasco et al. 

2009), being anyway the controversy between stepwise and concerted 

mechanism still under debate (Sekiya and Sakota 2008). 

 Nevertheless, we should highlight that DPT requires always a dimer 

forming at least two hydrogen bonds between the monomers. This 

necessary condition is always fulfilled by face-to-face nucleobases, but in a 

more general biological environment (e.g. amino acids, proteins, 

polysaccharides, lipids) the presence of doubly hydrogen bonded dimers is 

rather the exception than the rule. Therefore, even though DPT 

mechanisms are eventually relevant for DNA photostability (see section 

1.4), they cannot be considered general biochemical mechanisms. 
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1.3.2 Energy Transfer Processes 

 

 Energy transfer can take place between an electronically excited 

donor (D*) and a ground-state species (A) without emission of a photon 

while transferring energy, where D and A can be two molecules 

(intermolecular process) or two parts of the same molecule (intramolecular 

process). Energy transfer processes can be divided into two main classes, 

both of increasing importance in chemistry and biochemistry: Förster 

resonant energy transfer (FRET) and Dexter-type energy transfer. For state-

of-the-art applications see: (Muñoz-Losa et al. 2009; Langhals et al. 2010) 

(FRET) and (Monguzzi et al. 2008; Reineke et al. 2009) (Dexter-type). 

 The Förster model is based on the idea that a Coulomb interaction 

stands between D* and A, by which the energy released by D* can 

simultaneously excite A, finally resulting in D and A* species (Figure 1.6a) 

(Forster 1946; 1949). David L. Dexter proposed a different energy transfer 

mechanism, based on a bilateral exchange of electrons between D* and A 

(Figure 1.6b,c). Dexter-type energy transfer implies a relevant overlap 

between the orbitals involved in the electronic exchange, therefore 

requiring D* and A to be close enough in order that exchange can occur 

(Dexter 1953). In case of an intramolecular process, D* and A could come 

close by a conformational rearrangement of the molecule, while for an 

intermolecular process a collision between D* and A can produce the 

energy transfer (e.g. in case of reactants in a solvent medium). 

 In order to elucidate the distance range dependence of FRET and 

Dexter-type energy transfer processes, the rate constants (kFRET, kDexter) are 

given: 

 

            
       

        
                                   Eq. 1.2 

 

                          
     

 
                        Eq. 1.3 

 

 where       and         are constants,     is the overlap integral 

between the normalized emission spectrum of the donor (D*→D) and the 
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normalized absorption spectrum of the acceptor (A→A*),    is the 

fluorescence quantum yield of the donor,    is the fluorescence lifetime of 

the donor,   is the sum of D and A van der Waals radius,     is the distance 

between donor and acceptor, μD, and μA are the electronic transition dipole 

moments, taken into account by the factor   in case of FRET, which 

describes the influence of their orientation: 

 

                                                     Eq. 1.4 

 

 In Dexter-type energy transfer processes the    term represents 

the electron exchange coupling, which depends only on the electronic 

configuration of the initial and final transfer states, resulting in an exchange 

integral between donor and acceptor wavefunctions ( ): 

 

         
  

     
                                         Eq. 1.5 

 

 which mainly depends on the overlap of donor and acceptor 

molecular orbitals, while the last term of eq. 1.3 gives rise to an exponential 

decay of the rate constant with     increase. Therefore, we can refer to 

FRET and Dexter-type energy transfer processes as long-range and short-

range processes, respectively. 

 In this Thesis, we will focus mainly on Dexter-type processes. 

Especially, singlet-singlet (hydrogen bonded mediated) and triplet-triplet 

Dexter-type energy transfer (Figure 1.6b,c) processes are studied. 
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Figure 1.6 Singlet-singlet Förster energy transfer (a), singlet-singlet Dexter-type energy 

transfer (b) and triplet-triplet Dexter-type energy transfer (c). For simplicity, the processes 

are shown to occur between HOMO and LUMO of donor (D) and acceptor (A). 

 

 

1.4 Photostability Mechanisms 

 

 Upon absorption of a photon, a molecule is promoted to an 

electronically excited-state, from which relaxation back to the ground-state 

is possible through two main pathways: radiatively (by fluorescence or 

phosphorescence) or non-radiatively (i.e. dissipating the vibrational energy 

by emitting heat). On the one side, if high fluorescence or phosphorescence 

quantum yield is recorded accompanied by long excited-state lifetimes, 

there is a high probability that important chemical rearrangements occur, 

eventually leading to dangerous photoinduced reactions. On the other side, 

if ultrafast non-radiative processes take place, the excited-state lifetime is 

minimized, resulting in efficient fluorescence or phosphorescence 
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quenching, since the energy of the incoming photon is rapidly dissipated 

into heat (i.e. vibrational relaxation) before irreversible electronic or 

structural rearrangements occur. Therefore, we can define photostability as 

the property of molecular systems to dissipate efficiently the incoming 

energy of a photon, finally recovering the initial ground-state structure. 

 Photostability is a fundamental property of biological systems: 

different mechanisms may have been especially important for the 

development of life on the surface of primitive Earth under UV extreme 

exposure, and still now UV irradiation constitutes a potential danger (Figure 

1.4). Molecular structures responsible for transmission of the genetic 

information or for harvesting of the solar energy have to be photostable or 

at least minimize the damages provoked by photoinduced chemical 

changes to them or the surrounding environment. But how? Which are such 

mechanisms and processes? In other words, how does photostability works 

at the atomic level? 

 To answer these questions, a deep understanding of the 

mechanisms including vibrational relaxation and energy dissipation upon 

optical excitation is required. Especially, excited-state crossings (i.e. conical 

intersections and avoided crossings) were proved to be the funnels by 

which non-radiative efficient deactivation can take place: when the PESs 

approach each other, nonadiabatic transitions are facilitated by their close 

proximity and the rate of radiationless transition increases (see chapter 3). 

 Hydrogen bonds have been proposed as features conferring 

photostability through PCET mechanisms, as indicated in Figure 1.4 

(Sobolewski et al. 2005; Sobolewski and Domcke 2007). This process has 

been described as a two-step mechanism: as first the proton in the 

hydrogen bond is transferred, promoted by photoinduced electron transfer 

(forward step). Then a second electron transfer process is followed by 

proton transfer (backward step), in order to restore the system to its initial 

hydrogen bond configuration in picoseconds (Schultz et al. 2004). This 

forward-backward PCET mechanism was already proposed in DNA base pair 

models (Frutos et al. 2007; Zhang et al. 2009), being possible experimental 

observation by electron and mass spectroscopy in the 2-aminopyridine 

dimer (Samoylova et al. 2009). However, few attempts were performed for 

the elucidation of this mechanism in proteins (Shemesh et al. 2009; 

Shemesh et al. 2009; Shemesh et al. 2010). 
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 In this Thesis, after studying possible energy, electron and proton 

transfer processes, we focus on PCET mechanims, finding out a possible 

general photostability mechanism within hydrogen-bonded protein 

backbone strands (Marazzi et al. 2010; Marazzi et al. 2011). A closer insight 

into the photoreactivity of human γB-crystallin was then considered, in 

order to elucidate the first photoinduced events which can occur in one of 

the main structural proteins of the eye lens (Marazzi et al. 2012). 

 

 

1.5 Molecular Switches 

 

 The design and construction of molecular machines by the bottom-

up strategy (i.e. from atoms to molecular devices) is a major goal of 

nanotechnology. Molecular switches and motors are essential parts of 

molecular machines, and full understanding of its mechanisms and 

dynamical properties is of fundamental importance. These devices convert 

energy supply into mechanical energy, leading to a controlled motion 

(Feringa 2007). Among different possible stimuli, we focus on photoinduced 

processes, since they provide several advantages and improvements 

compared to other possible stimuli (Balzani et al. 2004).  

 Especially in the biochemical field, we know that protein activity can 

be controlled by light. Perhaps one of the most known examples is 

rhodopsin, which is responsible for vision in mammalians through cis-trans 

photoisomerization of its cofactor retinal (Figure 1.6a) (Kandori et al. 2001; 

Andruniow et al. 2004; Frutos et al. 2007; Nakamichi et al. 2007; Smitienko 

et al. 2010; Schapiro et al. 2011). Therefore, we can consider the retinal 

chromophore as a two-state molecular photoswitch, to which light can be 

applied in order to move from state 1 (cis initial conformation) to state 2 

(trans final conformation). For many biological applications, the capability 

to selectively switch the activity of a protein on and off in a similar manner 

would be highly desirable (Sampedro et al. 2004; Gorostiza and Isacoff 

2008; Sinicropi et al. 2009). This was successfully accomplished by the 

introduction of a photosensitive compound into the protein of interest: 

molecules like azobenzene and derived from rhodopsin can reversibly 

undergo excited-state isomerization of the central carbon-carbon double 
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bond (C=C), switching between cis and trans forms (Figure 1.6b) (Kumita et 

al. 2000; Flint et al. 2002; Blanco-Lomas et al. 2012). Especially, azobenzene 

undergoes trans-to-cis isomerization by UV irradiation and cis-to-trans 

isomerization by blue-light irradiation or just thermal conversion (Renner 

and Moroder 2006; Sadovski et al. 2009; Schierling et al. 2010). Such 

applications require the photoswitch to be covalently bound at both ends 

to different parts of the same protein, provoking a reversible interchange 

between an active and an inactive conformation of the protein. This was 

performed by different approaches: chemical modification of peptides and 

proteins (Woolley 2005; Mayer and Heckel 2006; Renner and Moroder 

2006), azobenzene modified ligands (Westmark et al. 1993; Pearson et al. 

2008), incorporation during peptide synthesis (Liu et al. 1997; James et al. 

2001; Dong et al. 2006), incorporation in vitro (Muranaka et al. 2002; 

Nakayama et al. 2004) and in vivo (Bose et al. 2006), being chemical 

modification the most widely applied. 

 Therefore once incorporated into the protein, the photoswitch will 

be subject to external forces acted by the protein environment, most 

probably leading to changes in the ground-state minimum energy structure 

and to a different redistribution of the vibrational energy when compared 

to the unbounded photoswitch. Also, the absorption energy needed for 

electronic transition to the optically bright state could undergo a 

bathochromic or hypsochromic shift, as a consequence of energy 

stabilization (or destabilization) of the electronic-states of interest.  

 In this Thesis we try to elucidate the effects of a couple of external 

force vectors acting on cis- and trans-azobenzene, therefore attempting to 

mimic a simplified protein environment surrounding the photoswitch. 
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Figure 1.7 Cis-trans photoisomerization of retinal chromophore in bovine rhodopsin (PDB 

code: 1U19), implying torsion around the C11=C12 bond. The chromophore is covalently 

bound to the opsin through residue Lys296 (a). Switching on and off a peptide (or protein) by 

light, through azobenzene photoisomerization (b). Atom colors: blue=nitrogen; cyan=carbon; 

white=hydrogen. 
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2. Aims 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

"Some things are easy, they are only hard to do" 

Albert Einstein to Joseph O. Hirschfelder 
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 The project presented in this Ph. D. Thesis concerns the application 

and development of theoretical and computational methods to the 

description of the photochemistry and photophysics of chemical and 

biologically relevant molecular systems. 

 Specifically, the overall project can be divided into two sections:  

 A first section includes the application of multiconfigurational ab 

initio methods to the qualitative and quantitative description of 

photoinduced energy, electron and proton transfer processes. Especially, 

the study was oriented towards hydrogen-bonded moieties, proposing 

them as characteristic features to provide (or at least enhance) 

photostability against UV irradiation within amino acids, peptides and 

proteins. 

 The second section results from the understanding of the limits 

and/or computational expenses required to perform reliable calculations of 

excited-state properties. Therefore, different methods were proposed in 

order to overcome these limits, including its mathematical definition, 

implementation and application to different sets of molecules. 

 

 More in detail, the following goals were achieved: 

 

i. The CASPT2//CASSCF methodology was applied to study a -turn 

minimal model composed by two hydrogen-bonded glycines, 

elucidating the minimum energy paths which follow UV 

irradiation, finally dissipating the excitation energy into vibrational 

energy. 

 

ii. The CASPT2//CASSCF/AMBER methodology was applied to study 

photostability mechanisms in human B-crystallin, one of the main 

protein forming the vertebrate eye lens, focusing on the role of 

the tyrosine corner element. 

 

iii. A definition of the reaction coordinate for Dexter-type (electronic 

exchange) energy transfer processes between a donor and an 

acceptor molecule was proposed within the weak electronic 
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coupling limit. The method was applied to the long debated case 

of nonvertical triplet-triplet energy transfer in cis-stilbene as 

acceptor molecule. 

iv. In order to overcome the limits imposed by numerical CASPT2 

energy gradient calculation, and to improve CASPT2//CASSCF 

methodology, a scheme for scaling the CASSCF energy gradient 

was proposed and applied to retinal models (i.e. models of the 

visual pigment chromophore), resulting in the implementation of a 

program for performing excited-state dynamics. 

 

v. A method to determine quantitatively the excitation energy of a 

chromophore when structurally affected by chemical substitution 

was developed, being valid within the limit of a chemical 

substitution which does not modify the nature of the electronic 

excited-state considered. 

 

vi. The concept of structural substituent excitation energy effect 

aforementioned was applied to a wide series of S-nitrosothiols, in 

order to predict their ability to release nitric oxide. The final 

results suggest a clear tendency in favor of an absorption spectra 

modulation. 

 

vii. The effects of the environment on a photoswitch were treated as 

external forces acting at two ends of the chromophore. In the case 

of azobenzene (one of the most commonly applied 

photoswitches), cis and trans isomers show considerable 

photosensitivity to the applied forces, resulting in possible 

modulation of the maximum absorption wavelength. 
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3. Methods 
 

 

 

 

 

 

 

"We are reaching the stage where the problems we must solve 

are going to become insoluble without computers. 

I do not fear computers. I fear the lack of them" 

Isaac Asimov 
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3.1 From the Born−Oppenheimer approximation to 

Multiconfigurational ab initio Methods 

 

 As mentioned in the introduction, the Born−Oppenheimer 

approximation is a fundamental concept for the development of theoretical 

chemistry, since it permits decoupling of nuclear and electronic motions, 

due to the fact that nuclei are heavier than electrons while their momenta 

are similar, corresponding to much lower velocities of the nuclei. This leads 

to the approximation that the total wavefunction describing the molecule 

can be factorized in a pure electronic and a pure nuclear wavefunction (eq. 

1.1). Indeed, the correlated motion of nuclei and electrons is the bottleneck 

when analytically solving the time-dependent Schrödinger equation which, 

in its general formulation, can be expressed as follows: 

 

  
 

  
                                                 Eq. 3.1 

 

 where   is the imaginary unit,   is the reduced Planck constant,   is 

the wavefunction of the quantum system as a function of space   and time 

 , and    is the Hamiltonian operator. When considering the case of a single 

particle moving in an electric field, the time-dependent Schrödinger 

equation can be expressed in non-relativistic terms: 

 

  
 

  
        

   

  
                                   Eq. 3.2 

 

 where   is the particle's mass,    is the Laplacian, and   is the 

particle's potential energy. By applying the time-dependent Schrödinger 

equation, it can be predicted that wavefunctions form stationary states (i.e. 

atomic or molecular orbitals). It follows that the time-independent 

Schrödinger equation describes such stationary states: 

 

       
   

  
                                        Eq. 3.3 
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 where wavefunction and Hamiltonian are only dependent on the 

spatial coordinates  . 

 For the purpose of describing molecular systems larger than H2, a 

direct application of the Schrödinger equation is impractical. Therefore, 

here we briefly show how to apply the Born−Oppenheimer approximation 

to solve the Schrödinger equation. It consists of two consecutive steps: as 

first, the nuclear kinetic energy is subtracted from the total molecular 

Hamiltonian (because of instant electronic relaxation with respect to 

nuclear motion), while electron-nuclear interactions are still included. This 

allows the electronic Schrödinger equation to be solved having as 

parameters the nuclear positions  : 

 

                                                     Eq. 3.4 

 

 where 

 

                                                    Eq. 3.5 

 

 being     the electronic Hamiltonian,    the electronic energy,         

the total Hamiltonian,     the nuclear kinetic energy operator,      the 

Hamiltonian of the particle field,     the attraction energy between nuclei 

and electrons,     the repulsion energy between electrons, and     the 

repulsion energy between nuclei. 

 The second step of the approximation consists in introducing the 

nuclear kinetic energy operator and solving the resulting Schrödinger 

equation, finally calculating the energy of the molecule  : 

 

                                                       Eq. 3.6 

 

 In this Ph.D. Thesis, ab initio quantum chemistry methods are 

mainly applied. Among them, the Hartree−Fock (HF) theory can be 

considered the most fundamental, being all post-HF methods further 

developments of the same theory. By the HF method, the ground-state 
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wavefunction    is determined, being the molecular orbitals products of 

monoelectronic wavefunctions. Within this approximation, the electronic 

field is determined by a self-consistent field method, where every single 

electron is moving under the mean-potential created by the other 

electrons. The wavefunction is built from Slater determinants as an 

antisymmetrized product of spin orbitals (i.e. the product of a spatial orbital 

and a spin function): 

 

          1   

 1                       

 1                     
    

 1                     

     1      a b     

      Eq. 3.7 

 

 It follows the calculation of the energy: 

 

                                                   Eq. 3.8 

 

 where the Hamiltonian can be expressed as follows: 

 

     
 

  
   

  
       

  

   
      

 

   
                      Eq. 3.9 

 

 The first, second and third term on the r.h.s. of eq. 3.9 are the 

electron kinetic energy operator, the nuclei-electron attraction potential 

operator and the electron-electron repulsion potential operator, 

respectively. This corresponds to the electronic Hamiltonian, since nuclei-

nuclei repulsion potential energy and the nuclei kinetic energy can be 

omitted, thanks to the Born−Oppenheimer approximation. Now we have all 

the elements to determine the energy of the system, by replacing eq. 3.7 

and 3.9 in eq. 3.8: 

 

        
 
           

 
   

 
                       Eq. 3.10 
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 where     is the electronic energy of a single electron moving under 

the attraction of a nuclear "core";     is the so-called Coulomb integral, 

representing electrostatic repulsion between the electrons in    and   ;     

is an exchange integral which includes different terms differing only in 

exchange of electrons. The terms     and     take into account for the 

average electrostatic repulsion between electrons. The energy is finally 

calculated by applying the variational principle. 

 The main drawback of the HF method is the lack of electron 

correlation treatment (each electron is moving in an average non-local 

potential, generated by the rest of electrons), which causes large deviations 

when compared to experimental data. Therefore, different post-HF 

methods were developed to overcome such drawback. Among them, the 

Complete Active-Space Self-Consistent Field (CASSCF) method and its 

perturbation to the second order (CASPT2) − multiconfigurational post-HF 

methods − were found to succeed in the description of electronic excited-

states, and will be presented in the next sections. 

 

 

3.1.1 The Complete Active-Space Self-Consistent Field Method 

 

 The principle of all Multiconfigurational Self-Consistent Field 

(MCSCF) methods is the expansion of a monoconfigurational HF 

wavefunction as a linear combination of Slater determinants. Among all 

MCSCF methods, the CASSCF method results in a MCSCF wavefunction 

generated by linear combination of configurations   , considering that 

each configuration corresponds to a different occupation of the molecular 

orbitals    included in the so-called active space (Roos 1987), where each 

molecular orbital is a linear combination of atomic orbitals   : 

 

         
       

    
                                Eq. 3.11 

 

                                                  Eq. 3.12 

 



 
40 Methods 

                                                    Eq. 3.13 

 

 The optimization of         is based, therefore, on the 

simultaneous variation of orbital coefficients     and configuration 

coefficients   , until reaching self-consistency. Once         is optimized, 

the energy of the system is calculated as follows: 

 

                                                    Eq. 3.14 

 

 where     and       are the monoelectronic and bielectronic 

integrals, respectively: 

 

                                                         Eq. 3.15 

 

         
              

    
                               Eq. 3.16 

 

 where   is the position vector.   is the first order reduced density 

matrix, which is defined as a function of the expansion coefficients given in 

eq. 3.11: 

 

                  
      

         
                     Eq. 3.17 

 

   is the second order reduced density matrix, with elements: 

 

      
 

 
   

                                  
           

   
   Eq. 3.18 

 



 
41 Chapter 3 

 where      
    are defined as the bielectronic coupling coefficients. 

One of the characteristics of the CASSCF method is the selection of the 

configurations (i.e. the orbitals) to be included in the wavefunction. In 

principle, the active space could include all the orbitals, leading to a so-

called full CI (Configuration Interaction) treatment. Unfortunately, a full CI 

requires an unfeasibly high computational cost even for small size 

molecules, and therefore a limited number of orbitals has to be selected. 

The number and type of orbitals will depend on the chemical nature of the 

problem to be studied, in any case being necessary that all chemically 

relevant orbitals are part of the active space (e.g., for a conjugated 

hydrocarbon the active space should include all π and π* orbitals). 

Therefore, when applying the CASSCF method all orbitals will be divided 

into three groups: (i) inactive orbitals, which remain doubly occupied; (ii) 

virtual orbitals, which stay unoccupied; (iii) active orbitals, where all 

possible electronic excitations are allowed, resulting in a total number   of 

configuration state functions which form        , given by the following 

formula (for a defined state multiplicity) (Cramer 2004): 

 

  
        

 
 

 
   

 

 
       

 

 
     

 

 
    

                              Eq. 3.19 

 

 where   is the number of electrons and   the number of orbitals, 

usually indicated as CASSCF( , ). With state-of-the-art computational 

resources, a CASSCF(4,4) is a straightforward task, being  =20, while a 

CASSCF(14,12) is highly demanding, being  =169884. Considering that the 

computational feasibility depends also on the basis set applied, we can 

nowadays set the upper limit to the size of the active space as a 

CASSCF(20,20). 

 

 

 



 
42 Methods 

3.1.2 The CASPT2 Method 

 

 One of the most convenient ways to include dynamical electron 

correlation effects in molecules is to apply a second order perturbation 

approach. In the CASPT2 method, a multiconfigurational CASSCF 

wavefunction        is considered as zeroth order wavefunction for a second 

order perturbation approach to the correlation problem. The formulation 

presented was shown to be valid for any reference state built as a full CI 

wavefunction in a certain orbital subspace (Andersson et al. 1990). 

        is expanded in a configuration space which, for convenience, is 

divided into four subspaces: V0 is the one dimensional space spanned by 

       for the electronic state calculated; VK is the orthogonal space to        

within the restricted full CI subspace used to generate the CASSCF 

wavefunction; VSD is the space related to single and double excitation states 

generated from V0; VTQ.. is the space containing all higher order excitations 

not included in V0, VK and VSD. It has to be noted that only the functions 

defined in the VSD subspace interact with        via the total Hamiltonian, and 

therefore it has to be considered that only VSD contributes to the expansion 

of the first order wavefunction when formulating the zeroth order 

Hamiltonian. 

 Since the total dimension of the first order space corresponds to 

the dimension of VSD (Andersson et al. 1990), the first order wavefunction 

can be expanded into a set of functions        from VSD: 

               
 
   

                                    Eq. 3.20 

 

 where    VSD dimension and the coefficients    are calculated by 

solving the following system of linear equations: 

 

      
        

       
 
        

                         Eq. 3.21 

 

 where the zeroth order energy    can be readily calculated as: 
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                                                   Eq. 3.22 

 

 It is reasonable to assume that , in the majority of cases,    VSD 

dimension and therefore the double excitation states will be linearly 

dependent. Such linear (and near linear) dependence can be removed by 

diagonalizing the overlap matrix   

 

                                                  Eq. 3.23 

 

 and removing the eigenvectors corresponding to zero (or close to 

zero) eigevalues. Eq. 3.21 can then be solved by transforming the CI space 

into a orthonormalized form, and the second order energy can be finally 

obtained. The resulting CASPT2 energy takes into account a weighted sum 

over all active orbitals, being this formulation valid for all types of electronic 

excitations. 

 Usually, the inclusion of dynamical electron correlation effects 

brings to quantitative results in photochemistry and photophysics, when 

compared to experimental data. The main drawbacks are a considerably 

larger computational time than CASSCF calculations and the lack of an 

analytical energy gradient for medium and large size active spaces. 

Therefore, in this Ph.D. Thesis the CASPT2//CASSCF methodology is applied 

in all the cases that a CASPT2 treatment is not feasible, being a compromise 

between accuracy of results and computational expense: the CASSCF 

method is used to determine minimum energy paths by computing 

analytical gradients (see section 3.3.2), while the CASPT2 method was 

employed to compute single-point corrections to the energy. 

 An attempt to go beyond the CASPT2//CASSCF methodology, by 

scaling the CASSCF energy gradient in order to reproduce an approximate 

CASPT2 energy gradient, is shown in chapter 5. 
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3.1.3 Other methods 

 

 Apart from multiconfigurational ab initio methods, other quantum 

chemical methods were used when necessary. For ground-state electronic 

structure calculations, the Møller‒Plesset second order perturbation 

method (MP2) was applied as a reliable (and computationally affordable) 

approximation of the CASPT2 wavefunction in any case that the ground-

state could be correctly described by a closed shell single electronic 

configuration. The MP2 method uses a HF wavefunction as reference, by 

applying a second order perturbation. This concept corresponds to the 

explained CASPT2 method where, instead of a HF wavefunction, the 

reference is a CASSCF wavefunction (see section 3.2.2). 

 In other minor cases, density functional theory methods for ground-

state optimization followed by time dependent-density functional theory 

methods (DFT and TD-DFT, respectively) were applied to study the 

absorption properties of that chromophores which CAS cannot be currently 

treated at the multiconfigurational level, in any case only after careful 

calibration with CASPT2//CASSCF methodology (by calculations on minimal 

chromophores) and/or available experimental data. 

 As a quantum chemical methodology, DFT is based on two 

theorems proved by Hohenberg and Kohn in 1964. The Hohenberg‒Kohn 

existence theorem states that the energy of a molecular system depends on 

the ground-state electron density     , since this density determines the 

Hamiltonian operator. Integration of the ground-state density gives the 

number of electrons, that interact one with each other and within an 

external potential (i.e. the attraction to the nuclei). The Hohenberg‒Kohn 

existence theorem proves that the ground-state electron density 

determines the external potential, and therefore the Hamiltonian 

(Hohenberg and Kohn 1964; Cramer 2004). 

 By this formulation, the energy depends on the electron density, i.e. 

it is a density functional     : 

 

                       
 

 
 

           

       
              

Eq. 3.24 
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where       is the electron kinetic energy, the second and third term on the 

r.h.s. are related to the classical electrostatic interaction between electrons, 

while        is the correlation and exchange energy term, containing all 

non-classical electronic interactions. This last term is the only one which 

exact formulation is not known, therefore requiring approximate 

expressions giving rise to different possible types of density functional. 

 The existence of electron density as a fundamental quantity is thus 

a first step, which is followed by demonstration that electron density obeys 

to a variational principle, and therefore it can be optimized. The 

Hohenberg‒Kohn variational theorem assumes that a guess ground-state 

electron density is provided (thanks to the existence theorem), by which 

the proper number of electrons can be integrated. As a consequence, such 

electron density determines a guess wavefunction (      ) and Hamiltonian 

(      ), permitting the evaluation of the expected energy (      ), being 

greater than or equal to the ground-state true energy (  ): 

 

                                                     Eq. 3.25 

 

 By this procedure, it can be avoided to solve the Schrödinger 

equation to compute the energy, nevertheless leaving unsolved which 

criteria should be followed in order to choose different possible electron 

densities which could lead to more and more reliable ground-state energy 

(         ). Especially, a different approximation of        can lead to a 

different final energy value, being necessary a careful decision of the 

density functional to be applied (i.e. a suitable density functional has to be 

calibrated for each set of molecules). That is why, in this Ph.D. Thesis, DFT 

calculations are always compared to experimental data and/or calibrated 

with multiconfigurational ab initio methods. 
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3.2 Quantum Mechanics/Molecular Mechanics Method 

 

 A hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) 

model is composed by two subsystems: a QM region is focused on the 

description of a chemical reaction and the surrounding MM region is 

treated classically. Therefore, QM/MM methods are suitable to describe 

the effect of the environment on a particular molecular system, e.g. 

surrounding it by explicit solvent molecules, or considering the actual 

biomolecule where it is included (a base pair in DNA, an amino acid in a 

protein, etc.). 

 Different QM/MM schemes were designed and developed (Lin and 

Truhlar 2007). In this Ph.D. Thesis, we adopted an approach already 

implemented (see section 3.4) by which the Hamiltonian of the QM/MM 

model (    ) is a sum of three components: 

 

                                              Eq. 3.26 

 

     is the Hamiltonian of the QM system as treated in vacuum, 

while     refers to the MM region treated with a classical force field. The 

interaction between QM and MM regions is described by the term       : 

 

             
           

           
          

         Eq. 3.27 

 

 by which electrostatic, nuclear, van der Waals and bonding 

interactions are taken into account, respectively. Especially, the 

electrostatic and nuclear terms are given by the following relations: 

 

      
        

  

       
    

 
                           Eq. 3.28 

 

      
       

    

           
 
                            Eq. 3.29 

 

       
     describes the interaction between the   electrons of the 

QM region with the   point charges (  ) in the MM region; while       
     is 

responsible for the interaction between the   nuclei of the QM region 
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(with    being the proton number of nucleus  ) and the   point charges of 

the MM region. For both electrostatic and nuclear terms the Electro-Static 

Potential Fitted (ESPF) method is applied (Ferré and Angyan 2002): one-

electron operators are added to     in order to calculate the interaction 

between the QM charges distribution and the MM electrostatic potential 

field, considered as an external field, resulting in the following interaction 

energy: 

 

           
 

    
                                Eq. 3.30 

 where     and    
  are the density matrix and multipole-like matrix 

elements interacting with the electrostatic potential    calculated at the 

point-center  . 

 Van der Waals interactions are taken into account by a short-range 

Lennard-Jones term, assigning parameters to both QM and MM atoms: 

 

      
           

   

   
 
  

  
   

   
 

 
                Eq. 3.31 

 

 where, for every    couple,   is the depth of the potential well,   is 

the finite distance at which the potential between   and   is zero, and     

is the distance between   and  .  

 If the frontier between QM and MM regions involves covalent 

bonds, an additional term (      
    ) is added to     , by including some 

empirical bonded terms. The scheme used to treat frontier bonds is the Link 

Atom (LA) scheme, where a monovalent atom (usually hydrogen) is used to 

saturate the QM system. Applying the Morokuma's scheme for LA 

positioning, the distance between LA and the first linked QM atom 

(       ) is modified with respect to the frontier QM and MM atoms 

(        
) while optimizing, thanks to a scaling factor (   ): 

 

                   
                           Eq. 3.32 
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Figure 3.1 General scheme of a QM/MM model (a) and of the QM/MM boundary treatment 
with hydrogen as Link Atom (b). 
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3.3 Modeling Photochemical Reaction Pathways 

 

 The potential energy surface (PES) can be considered the key 

concept by which modeling of chemical reactions is possible. A PES is a 

multidimensional surface where each point corresponds to the potential 

energy of a molecular structure. Especially, a PES has a number of 

dimensions equal to the number of degrees of freedom within the 

molecule, i.e. 3N-6 dimensions, where N is the number of atoms. The 

definition and application of PESs to describe mechanisms and dynamics in 

chemistry are a direct consequence of the Born‒Oppenheimer 

approximation, by which the motion of nuclei and electrons can be 

separated (see section 3.1): reactants, products and intermediates (i.e. 

equilibrium structures) correspond to minima on the PES, while transitions 

states are saddle points. 

 More in detail, first and second derivatives of the potential energy 

with respect to each of the variables (3N-6) define mathematically the 

different local topological elements that can be found on a PES (Levine 

1991; Cramer 2002): the first derivative of the potential energy is the 

gradient vector; the second derivative of the potential energy is the Hessian 

matrix. In physical terms, the negative of the gradient vector corresponds 

to the force vector acting on the molecule, while the Hessian matrix 

elements correspond to force-constant elements. When the first derivative 

with respect to each of the variables is zero, gradient and force vectors 

have zero length, defining a stationary point. In order to determine which 

kind of stationary point is, the second derivative has to be calculated: if all 

the eigenvalues of the Hessian matrix are positive, that point on the PES is a 

minimum (local or global) in all 3N-6 dimensions. On the contrary, if all the 

eigenvalues of the Hessian matrix are negative, the point is a PES maximum. 

A saddle point of n-th order corresponds to n negative eigenvalues and all 

but n positive eigenvalues: the point is a maximum in n mutually 

perpendicular directions, and a minimum in all but n perpendicular 

directions. The case of first-order saddle point is of special interest in 

chemistry, since it defines a transition state structure. 

 In the following sections we will describe how to calculate 

spectroscopic properties (3.3.1), the different techniques to define 

relaxation pathways (3.3.2), how to characterize a crossing between 
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electronic states (3.3.3), a brief introduction to semiclassical dynamics 

(3.3.4) and finally, the computer programs used (3.3.5). 

 

 

3.3.1 Spectroscopic Properties 

 

 In electronic spectroscopy, two quantities are fundamental in order 

to reproduce absorption and emission spectra: the energy difference 

between distinct electronic states and the oscillator strength. Indeed, an 

experimental UV/visible spectrum is characterized by absorption or 

emission wavelengths (corresponding to the energies of the electronic 

transitions) and absorption or emission intensities (which depend on 

oscillator strengths and indicate the transition probabilities). In this Ph.D. 

Thesis, both quantities are preferably calculated at the CASPT2 level of 

theory. We have already shown how to calculate the CASPT2 energy (see 

section 3.1.2), therefore here we will focus on the determination of 

transition dipole moment   and oscillator strength  . 

 An electronic transition is intended from an initial state   to a final 

state  , being usually (but not necessarily)   the ground-state and   one of 

the excited-states for absorption, while   is one of the excited-states and   

the ground-state for emission. More in general     for absorption, while 

    for emission. The transition dipole moment couples the 

wavefunctions of initial and final states (   and   ), resulting in a vector     

which expresses the redistribution of electrons in the molecular system 

after the transition (Sakurai 1967): 

 

       
      

 
                                     Eq. 3.33 

 

 being   the position vector. It may be shown that the square of     

module is, in case of emission: 

 

   
     

      

    
                                        Eq. 3.34 
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 where    is the dielectric constant in vacuum,   the Planck's 

constant,   the speed of light,     the resonance frequency of the 

transition, and     is the Einstein coefficient to describe the total rate of 

spontaneous emission. The emission oscillator strength    
   can be then 

defined by the relation (Hilborn 1982): 

 

   
     

 

 

   

   
                                       Eq. 3.35 

 

 where 

 

     
     

 

                                              Eq. 3.36 

 

 where   and    are charge and mass of the electron.     determines 

the classical radiative decay rate of the single-electron oscillator at 

frequency    . The absorption oscillator strength    
    is then defined by: 

 

        
            

                            Eq. 3.37 

 

 where       and     are the degeneracy factors of the two 

electronic states (upper and lower in energy). The   values have been 

defined in order that if (i)         (i.e. the angular momentum of the 

lower state in energy        , (ii)       (i.e.      ), and (iii)        , 

then    
      and    

    
 

  
 . Tables of    values can be found in literature 

(Hilborn 1982). 

 The absorption oscillator strength can be finally related to    : 

 

   
     

   

     

           

     
                             Eq. 3.38 

 

 As alternative procedure,    
    can be determined by comparing the 

absorption cross section of a classical oscillator with that determined by the 
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Einstein   coefficients (which are defined in terms of transition rates for 

induced absorption and stimulated emission). 

 

 

3.3.2 Relaxation Pathways 

 

 After absorption to an excited-state, or after locating minima and 

saddle points, a Minimum Energy Path (MEP) connecting these distinct 

points on the PES can be determined. Especially, a MEP can be defined in 

terms of the Intrinsic Reaction Coordinate (IRC). The IRC is the path that a 

classical particle follows when proceeding with infinitesimal velocity (i.e. 

infinitesimal kinetic energy) on a PES, and mathematically corresponds to a 

steepest-descent path in mass-weighted Cartesian coordinates. Different 

algorithms have been proposed for the IRC calculation. Here, we will use 

the one proposed by Schlegel: a constrained optimization is performed on 

the surface of a hypersphere centered at a defined step size along the 

energy gradient vector calculated for the previous IRC point. Therefore, the 

two consecutive points of the IRC are connected by an arc of a circle 

tangent to the energy gradient vectors of both points. This method allows 

for large step sizes to be applied (e.g. 15-40 Bohr·amu1/2), being able to 

reproduce accurately the PES curvature, especially when including 

predictor-corrector methods (Hratchian and Schlegel 2004; 2005). 

 Every minimum or saddle point was characterized by calculating the 

force constants and the resulting vibrational frequencies. This is possible by 

determining the second derivatives of the energy with respect to the 

Cartesian coordinates, followed by transformation to mass-weighted 

coordinates. 

 

 

3.3.3 Crossings Between Electronic States 

 

 In the vicinity of electronic state crossings the Born‒Oppenheimer 

approximation (see section 3.1) is not anymore valid, being necessary to 

take into account non-adiabatic coupling effects for a correct description of 
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the photochemical reaction path. The study of molecular systems is often 

based on the Born−Oppenheimer approximation, which differentiates 

between fast moving electrons and slow moving nuclei, and therefore leads 

to the generation of electronic (adiabatic) eigenstates and the 

corresponding non-adiabatic coupling terms. Mechanistic and dynamical 

treatments are usually carried out by applying the Born‒Oppenheimer 

approximation, which assumes the existence of single decoupled adiabatic 

states, therefore ignoring the non-adiabatic coupling between the 

electronic states. The main justification resides in the fact that non-

adiabatic coupling terms are proportional to (me/mp)1/2 (where me and mp 

are electron and proton mass, respectively), being two orders of magnitude 

smaller than other characteristic terms of the nuclear Schrödinger 

equation. However, when electronic states become degenerate in energy, 

non-adiabatic coupling terms become, in principle, infinitely large and can 

explain the topological effects observed for the corresponding molecular 

structures (Zener 1932; Baer 2006). 

 For diatomic molecules, two electronic states can intersect only if 

they belong to a different (spatial or spin) symmetry. However, in 

polyatomic molecules two (or more) electronic states can be degenerate in 

energy ( ) even if they have the same symmetry (Herzberg and Longuet-

Higgins 1963). If two PESs (1 and 2) intersect for a certain molecular 

structure described by the internal coordinates  , this leads easily to the 

condition: 

 

                                                  Eq. 3.39 

 

 and we should expect an intersection subspace of M-1 dimensions 

(where M=3N-6 and N is the number of atoms in the system). However,    

and    are two solutions of the same eigenvalue problem given by a single 

Hamiltonian  , and therefore they are not independent of each other, 

leading to an additional condition (von Neumann and Wigner 1929; Teller 

1937). 

 The two intersecting adiabatic states    and    can be expressed as 

linear combinations of two diabatic orthogonal states    and    in the 

complementary hyperspace to the one spanned by all other eigenstates    
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(   ), for which the energies    (   ) are non-degenerate with    and 

  : 

 

                                             Eq. 3.40 

 

 By solving the eigenvalue problem given by the     matrix 

                , the expansion coefficients     and the corresponding 

energies (   and   ) can be determined. The matrix elements are therefore: 

 

                                                                        

 

                                                  Eq. 3.41 

 

                                                                      

 

 It can be demonstrated that    and    have the following 

expressions (Schlegel 1987): 

 

      
                          

 

 
                  Eq. 3.42 

 

 Therefore, in order to fulfill that      , two independent 

conditions have to be satisfied: 

 

                                            Eq. 3.43 

 

 leading to the existence of at least two independent coordinates,    

and   . 

 In a diatomic molecule,     is always zero for states of different 

symmetry, thus only          has to be satisfied. This is coherent with the 

existence of only one internal coordinate (the interatomic distance), being 
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necessary a suitable value to satisfy the condition. If the two states belong 

to the same symmetry, an intersection is therefore not possible. 

 In a polyatomic (three or more atoms) molecule, the increased 

number of degrees of freedom allows both conditions of eq. 3.43 to be 

satisfied simultaneously (even for the same symmetry) for suitable values 

of    and   . This means that a branching plane spanned by    and    

vectors can be defined (with the origin at the point where both conditions 

of eq. 3.43 are satisfied), where energy degeneracy is left. On the other 

hand, the M-2 (M=3N-6) hyperspace defined by all degrees of freedom but 

   and    determines the coordinates which can be varied remaining in the 

crossing region (i.e. energy degeneracy holds true). 

 Imposing the conditions of eq. 3.43 two eigenvalues are found, 

resulting in the equation of a double cone with vertex at the origin. This is 

why crossing points between electronic states are called conical 

intersections (CIs). A schematic picture is given in Figure 3.2. 

 

 

 

 

 

 

 

 

 

Figure 3.2 Scheme of a conical intersection between two electronic states: the upper cone 
constitutes a funnel to proceed on the lower PES.    and    vectors define a branching 
plane centered at the vertex (CI), determining the only two independent coordinates where 
energy degeneracy is left. 

 

 The crossing can be real or avoided: considering the two diabatic 

orthogonal states    and    which form the two adiabatic states    and    

(eq. 3.40), the crossing condition is fulfilled when    and    cross each 

other, i.e. when         . At this point the energies of the adiabatic 

functions are            and           . The energy gap is 

therefore           . If       the crossing is real (i.e. a CI), while if 

      the crossing is avoided (i.e. an avoided crossing, AC: upper and 
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lower PESs become near in energy but, instead of crossing, they repel each 

other). 

 In the adiabatic basis,    and    are defined as follows:  

 

    
        

  
                                        Eq. 3.44 

 

        
  

  
                                        Eq. 3.44 

 

    corresponds to the gradient difference (GD) vector, while    is 

parallel to the direction of the derivative coupling (DC) vector: 

 

        
 

  
                                       Eq. 3.46 

 

 Apart from their mathematical description, GD and DC vectors have 

a physical meaning: the GD vector measures the distortion of the system 

leading to the largest variation of the energy difference between the two 

electronic states involved in the crossing. The DC vector measures the 

distortion of the system providing the maximum coupling between the two 

electronic states involved in the crossing. A brief analysis of GD and DC 

directions is crucial in characterizing the crossing: as we can see in Figure 

3.2 through eq. 3.44 and 3.45, GD and DC vectors have the same origin and 

need to form a certain angle θ > 0⁰ between them in order to define a two-

dimensional branching plane, and thus a CI. Otherwise, if GD and DC 

vectors are parallel (θ = 0⁰) and the former is non-vanishing, a branching 

plane does not exist. Instead, only a one-dimensional hyperline can be 

defined, being the case of an AC. 

 The characterization of the branching plane in the vicinity of a CI 

defines the topology of the real crossing. This is possible by calculating a 

circle contained in the branching plane of evenly distributed points at a 

certain radius around the CI (i.e. a scan around the CI), and analyzing energy 

and wavefunction of the two electronic states along the circle. Especially, 
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three different crossing topologies can be found (Atchity et al. 1991), as 

shown in Figure 3.3. 

 

 

 

 

 

 

 

 

 

Figure 3.3 Topologies of electronic state crossings: peaked, intermediate and sloped. 

 

 The importance of the topology is usually connected to the 

efficiency of the crossing: a peaked crossing is expected to be more efficient 

than a sloped crossing, because of the sudden change in the character of 

the wavefunctions once decay to the lower PES happens, coupled to a 

larger energy difference. Moreover, the topology of the lower PES in the 

vicinity of a CI gives important information about the evolution of the 

system: in principle, two or more reaction pathways are accessible from a 

CI, corresponding to two or more products if the intersection is between an 

excited-state and the ground-state. Therefore, it is crucial to determine the 

initial relaxation directions (IRDs) just after decay to the lower PES. This can 

be accomplished by examining the scan around the CI as a plot of the lower 

PES energy: every energy minimum along the scan determines a geometry 

from where a relaxation pathway departs, and therefore the vector 

connecting the CI to a scan minimum defines an IRD (Figure 3.4). The MEP 

calculated along each IRD results in a possible relaxation pathway, being 

necessary to run dynamics in order to know which relaxation pathway will 

be interested by a certain trajectory (see next section). The branching plane 

formed by    and    (GD and DC vectors) is just a linear approximation in 

internal coordinates of the energy difference between both states. 

Therefore the reaction paths departing from a CI can be found by geometry 

optimization on a hypersphere (Celani et al. 1995). 
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Figure 3.4 Scheme of the MEPs (red arrows) departing from the two minima resulting from 

the scan around the CI on the lower energy PES (S0 in this example). 

 

 

3.3.4 Semiclassical Dynamics 

 

 The computational techniques presented above are necessary in 

order to determine the reaction pathways, giving a mechanistic description 

of the photochemistry involved. However, a dynamical study is also 

important, since it defines the time scale of the reaction, and it helps 

clarifying whether the minimum energy path is really representative, or if 

additional parts of the potential energy surface are explored by the 

dynamics trajectories, because of vibrational energy. Moreover, a 

mechanistic study of ultrafast photochemical processes usually focuses on 

the localization of the minimum energy crossings between electronic states, 

being in principle possible that a hop event from a higher energy surface to 

a lower energy surface does happen before the minimum energy crossing 

point, when the two surfaces are just close enough in energy. Therefore, it 

is important to define with enough accuracy a trajectory surface hopping 

method, considering that the topology of the intersection space determines 

the final fate of the photoproducts formation. 

 During this Thesis, classical trajectories were calculated in the S1 

excited-state of a retinal chromophore model (2-cis-α-Me-C5H6NH2
+), in 
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order to determine the differences between a CASSCF (qualitative) and a 

CASPT2 (quantitative) description. Moreover, an attempt to approximate 

"on the fly" the CASPT2 energy gradient by projecting the CASSCF energy 

gradient is described, being applied to excited-state dynamics (see chapter 

5). For this reason, different trajectory surface hopping methods will not be 

treated here, since only a single potential energy surface was studied for 

the presented trajectories, in the framework of a methodological 

development. Nevertheless, we should mention two trajectory surface 

hopping methods: the Landau‒Zener model (Landau 1932; Zener 1932; 

Wittig 2005) and, more recently, the Tully's "fewest switch" surface 

hopping technique (Tully 1990; Granucci and Persico 2007). 

 

 

3.3.5 Software and Packages 

 

 All calculations were performed with Gaussian 03, Gaussian 09, 

MOLCAS 6, MOLCAS 7 and Tinker 4.2 suite of programs. 

 More in detail, the absorption spectrum oscillator strength and the 

CASPT2 calculations were performed with the MOLCAS program (Aquilante 

et al. 2010). The calculation of the relaxation pathways, including 

optimization, IRCs, MEPs, localization of minima and transitions states, 

were performed with either Gaussian (Frisch et al. 2004) or MOLCAS. The 

characterization of the crossings between electronic states was possible 

through the calculation of non-adiabatic coupling vectors (by Gaussian) and 

subsequent scanning of the branching plane (by a program developed in 

the group). 

 QM/MM calculations were performed by the available 

MOLCAS/Tinker interface (Molcas/Tinker QM/MM 2012), being the setup 

of the MM model carried out with the Tinker program (Tinker Molecular 

Modeling 2012).  
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4. Energy, Electron and Proton Transfer 

Processes 
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4.1 UV Irradiation of Amino Acids and Proteins 

 

 By means of ab initio multiconfigurational quantum chemistry 

(CASPT2//CASSCF methodology) coupled to molecular mechanics when 

necessary (hybrid QM/MM method), we studied photoinduced energy, 

electron and proton transfer processes within selected amino acids and 

protein systems. The main results are summarized here, showing the 

related publications in the next sections. 

 We present evidences for a possible mechanism of photoinduced 

proton transfer in a β-turn motif composed by three glycines, being a 

secondary structure commonly found in proteins (section 4.1.1, 4.1.2). 

Special attention is posed on the hydrogen bond formed between CO and 

NH groups of two facing glycines on the ground-state, by which a β-turn 

motif is able to reverse the direction of the protein backbone, often 

promoting the formation of antiparallel β-sheets (see, for example, the 

backbone strand Thr170-Gly193 of the protease B peptide chain). 

 We focused on photoinduced proton transfer as a general 

mechanism to provide (or at least enhance) photostability in proteins: we 

describe the mechanism by which the incoming UV irradiation is dissipated 

as thermal energy through vibrational modes (i.e. non-radiative decay), 

reducing the yield of photodegradation and therefore protecting from 

eventual damages (Sekhar and Plapp 1988; Warshel et al. 1989; Dobson and 

Hore 1998; Li et al. 1998; Lu and Voth 1998; Lyon et al. 2002; Pal and Zewail 

2004; Callegari and Kelly 2006; Schreier et al. 2007). This implies the 

activation of electronic state crossings as highly efficient funnels to allow 

ultrafast (sub-picosecond) recovery of the initial bioactive structure on the 

ground-state.  

 Our quantitative results show the following mechanism: after 

vertical excitation (i.e. absorption) to the lowest optically bright state, 

intrapeptide electron transfer is expected by population of a charge 

transfer state via an avoided crossing. The unbalanced electrostatics of the 

two glycines involved in electron transfer promotes proton transfer, leading 

to net transfer of a hydrogen atom (CO···HN → CO-H···N). Finally, a conical 

intersection between charge transfer and ground-state corresponds to back 

electron transfer, which drives back proton transfer, permitting to reform 
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the initial closed shell configuration (CO-H···N → CO···HN). A metastable 

CO-H···N photoproduct was also found, being expected to evolve rapidly 

towards the formation of the initial CO···HN structure because of the 

energetic and structural proximity with the charge transfer/ground-state 

conical intersection aforementioned.  

 Summarizing, forward-backward Photoinduced Proton coupled 

electron Transfer (PPT) was found to be a highly efficient excited-state 

deactivation pathway between two hydrogen-bonded backbone moieties. 

This mechanism was already proposed experimentally (Nir et al. 2000; 

Crespo-Hernandez et al. 2004; Samoylova et al. 2009) and computationally 

(Hammes-Schiffer 2001; Sobolewski and Domcke 2004; Frutos et al. 2007; 

Lan et al. 2008) in DNA base pairs, but it is still largely unexplored in 

proteins (Sobolewski and Domcke 2006; Shemesh et al. 2009), being a 

challenge even with state-of-the art techniques (e.g. femtosecond laser 

spectroscopy). Therefore, a theoretical approach can help in elucidating the 

processes involved and their eventual feasibility.   

 The key step of the overall mechanism was found to be the 

population of the charge transfer state from the lowest optically bright 

state, which requires to overcome a small energy barrier of only ca.              

2 kcal·mol-1, resulting in a feasible process thanks to a vibrational excess 

energy of 14.2 kcal·mol-1. 

 An additional photoinduced mechanism was also found to be 

potentially relevant in providing UV photostability to hydrogen-bonded 

peptides and proteins: singlet-singlet Dexter-type photoinduced energy 

transfer between the two hydrogen-bonded amino acids (section 4.1.2). By 

this mechanism ultrafast population of a low-energy optically dark state is 

possible: after absorption to the lowest optically bright state (a 1(π,π*) 

locally excited-state, confined in a single amino acid, A), a barrierless 

minimum energy path indicates decrease in energy until an avoided 

crossing with an optically dark state (a 1(n,π*) excited-state located on the 

hydrogen-bonded amino acid, B) is found. This electronic state crossing 

permits non-radiative population of the low-energy dark state, transferring 

energy across the hydrogen-bond from one amino acid to the facing one (A 

→ B). An analysis of the geometrical structure at the avoided crossing and 

of its topology clarifies the necessary molecular characteristics which allow 

this process: the parallel non-adiabatic coupling vectors indicate coupling of 
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both C=O stretching modes, promoted by pyramidalization centered on the 

carbonyl carbon atom of A and on the nitrogen atom of B, resulting in a 

final alignment of the C=O···H-N moiety. 

 Photoinduced singlet-singlet energy transfer was therefore proven 

to be in competition with forward-backward photoinduced proton coupled 

electron transfer. Especially, the first step in PPT (i.e. electron transfer) is a 

high probability event, thanks to possible population of two charge transfer 

states, both leading to energy stabilization coupled to proton transfer, 

finally allowing the net transfer of a hydrogen atom along the intrapeptide 

hydrogen bond.  

 After studying photoinduced energy, electron and proton transfer 

processes in peptide minimal models (section 4.1.1, 4.1.2), the attention 

was focused on understanding the influence of protein environment on 

photostability mechanisms. Especially, the tyrosine corner is proposed as a 

featured element to enhance photostability in human γB-crystallin, one of 

the main structural proteins forming the vertebrate eye lens (section 4.1.3) 

(Oyster 1999). In α-, β- and γ-crystallins, photostability mechanisms are of 

fundamental importance, since these proteins are not subject to turnover 

during a whole lifetime. Therefore the long-term transparency of the eye 

lens is guaranteed by high stability against UV/visible irradiation. If the 

crystallin structure undergoes changes or damages, protein aggregates 

could be formed in the lens cells, blocking partially or completely the light, 

which is not able anymore to reach the retina (Benedek 1997). In the 

medical point of view, this phenomenon corresponds to a cataract, one of 

the major cause of blindness worldwide (Clark 1994). In spite of several 

biochemical, molecular biology and medical oriented studies, the molecular 

causes of cataract are still not completely understood (Horwitz 1992; Merck 

et al. 1993; van Boekel et al. 1996; Bloemendal et al. 2004).  

 We proposed efficient ultrafast non-radiative pathways by which 

the incoming UV irradiation could be dissipated in γB-crystallin. Especially, 

the tyrosine corner is a highly conserved motif found in all β- and γ-

crystallins (i.e. the structural proteins of the eye lens), characterized by a 

tyrosine side chain hydrogen-bonded to the backbone. In order to elucidate 

the effects of the protein environment on the tyrosine corner, two systems 

are studied: a quantum mechanics model of the tyrosine corner in vacuo 

and a QM/MM model of the tyrosine corner surrounded by γB-crystallin. In 
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both models we found and described two competing mechanisms: 

photoinduced Dexter-type singlet-singlet energy transfer to an originally 

dark 1(n,π*) state, and forward-backward proton coupled electron transfer.  

 Among them, PPT provides a mechanism for feasible ultrafast 

internal conversion, fulfilling the requirements for efficient UV 

photostability. The key structural element is found to be the hydrogen bond 

between tyrosine side chain and the backbone, which permits population 

and further energy stabilization of a charge transfer state. In absence of the 

hydrogen bond, only photoinduced energy transfer mechanisms would be 

eventually possible, leading in any case to fluorescence (or 

phosphorescence) from 1(n,π*) or 1(π,π*) states minima.  

 When compared to tyrosine corner in vacuo, the protein 

environment contributes to the following processes:  

 The energy barrier of 5.49 kcal·mol-1 determined in vacuo for 

populating the charge transfer state is not found in the QM/MM 

protein model, leading to a barrierless PPT mechanism, and 

therefore crucially increasing its efficiency. 

 Förster resonance energy transfer can be additionally proposed to 

Dexter-type energy transfer, as a mechanism to quench 

fluorescence, as suggested by available experimental data. 

 Considering the high stability of the tyrosine corner conformation in 

both β- and γ-crystallins (confirmed experimentally), our results describe 

general mechanisms acting in the eye lens, by which UV-photostability 

could be enhanced and cataract formation avoided.  

 As possible future perspectives, tyrosine corner could be introduced 

as a molecular framework in different proteins, in order to provide (or 

increase) the photostability of the overall protein against UV irradiation 

around 260 nm, being necessary only the formation of a hydrogen bond 

between the tyrosine side chain and the backbone. 
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4.1.1 Photoinduced Proton Transfer as a Possible Mechanism for 

Highly Efficient Excited-State Deactivation in Proteins 
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4.1.2 First Principles Study of Photostability within Hydrogen-

Bonded Amino Acids 
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4.1.3 Photostability Mechanisms in Human γB-Crystallin: Role of 

the Tyrosine Corner Unveiled by Quantum 

Mechanics/Molecular Mechanics Methodologies 
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4.2 Donor-Acceptor Energy Transfer Reaction Coordinate 

 

 A theoretical formalism was developed in order to identify the 

molecular reaction coordinate involved in any electronic non-radiative 

energy transfer reaction mediated by an electron exchange mechanism 

(Dexter-type), within the weak electronic coupling limit. The formalism 

allows the separation of donor and acceptor contributions to the reaction 

coordinate, enabling the identification of the intrinsic role of each molecule 

in the energy transfer process. Indeed, within the weak coupling limit the 

transfer process can be correctly separated in two individual electronic 

transitions: donor deactivation (3D→1D or 1D*→1D) and acceptor excitation 

(1A→3A or 1A→1A*). Therefore, an energy transfer reaction coordinate can 

be defined for each individual transition, being additionally possible to 

identify the most relevant internal coordinates involved in the energy 

transfer process, by splitting the molecular reaction coordinate into 

different contributions of each individual internal coordinate. In this way, 

the role of each bond, angle and dihedral to accomplish the required 

molecular distortion is elucidated. 

 The developed formalism was applied to the debated case of 

Triplet-triplet Energy Transfer (TET) where cis-stilbene is an acceptor 

molecule (Caldwell et al. 1992; Brennan et al. 1994; Saltiel et al. 2003; 

Lalevee et al. 2005), determining the effect of each molecular internal 

coordinate on the transfer rate. Considering the nonvertical character of 

cis-stilbene and of other molecules (e.g. cyclooctatetraene) involved as 

acceptors in triplet-triplet energy transfer processes (Frutos et al. 2004; 

Frutos and Castaño 2005), a generalized geometrical distortion parameter 

is proposed, in order to quantify the nonvertical character of any given 

donor or acceptor molecule. 

 TET is an elementary radiationless process (Turro et al. 2009) taking 

place in natural photochemical reactions, e.g. in photosynthesis (Moore et 

al. 1982; Gust and Moore 1989; Gust et al. 2009; Vura-Weis et al. 2010), as 

well as in many photoinduced reactions with photochemical or technical 

relevance (Nicholson 1993). In the case of intermolecular TET, donor 

molecules excited to the lowest electronic triplet state (3D) exchange 

energy and spin with ground-state singlet acceptor molecules (1A), to yield 



 
87 Chapter 4 

triplet-excited acceptor molecules (3A). The energy balance of the transfer 

process can be expressed from the respective singlet-triplet transition 

energies as ΔET = ET
D - ET

A, where ET
D = E(3D1D) and ET

A = E(3A1A) are the 

vertical transition energies from 3D and 1A equilibrium geometries 

respectively. In solution, when ΔET ≥ 0 (the so-called exothermic case) the 

transfer efficiency is nearly diffusion-controlled (Forster 1949; Dexter 1953; 

Naqvi and Steel 1970), indicating that close approach of donor and acceptor 

molecules (< 1 nm) is required, while in biological systems the transfer is 

usually limited by the donor-acceptor distance as well as their relative 

spatial orientation. In the so-called endothermic case (ΔET ≤ 0), energy 

transfer generally takes place through an Arrhenius-type thermally 

activated process, decreasing the transfer efficiency very rapidly with the 

energy deficit (Forster 1949). In solution, TET can be modelled as a 

bimolecular rate process in which diffusive (kd, k-d) and transfer (ke, k-e) 

steps are separated (Saltiel and Atwater 1988) and the transfer process 

takes place within the encounter complex [D···A] (a kind of 

“supermolecule”) in which donor and acceptor partners are at collision 

distance. In some biological and condensed systems, direct-contact single-

step or long distance multi-step hopping are also possible (Moore et al. 

1982; Gust and Moore 1989; Nicholson 1993; Gust et al. 2009; Vura-Weis et 

al. 2010). The total spin of the [D···A] couple is conserved for both cases, 

and the electronic mechanism of energy transfer process is explained by a 

Dexter-type two-electron exchange (see section 1.3.2) through overlapping 

donor and acceptor molecular orbitals (Saltiel and Atwater 1988), especially 

between the respective frontier orbitals. 

 The nonvertical term was established analyzing anomalous cases 

regarding some highly endothermic TET reactions where the experimental 

value of the rate constant was much larger than that expected from the 

unfavourable energy balance (Saltiel and Hammond 1963; Saltiel et al. 

1984), computed using singlet-triplet optical transition energies. These 

cases had in common acceptor compounds with flexible molecular 

structure for which nonvertical 3A1A excitation processes were initially 

postulated. It was later shown that excitation transitions in these cases do 

not depart from the classical vertical behaviour, and the apparent 

deviations from classical TET are now explained by a thermally-activated 
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population of acceptor molecules for which the energy of the lowest triplet 

state is decreased due to geometrical changes (Ramamurthy and Liu 1976). 
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4.2.1 Potential Energy Surfaces in Triplet-Triplet Energy Transfer 

 

 As shown above, the transfer process in condensed phase can be 

analyzed as proceeding from a reactant supermolecule [3D···1A] to the 

product one [1D···3A]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Top panel: Complete potential energy surfaces of the model supermolecules 

[
3
D···

1
A] and [

1
D···

3
A] in a TET process, with a magnified view of  the avoided crossing 

between surfaces (2U). Lower panel: decomposition of the TET process in individual singlet-

triplet transitions of donor and acceptor. The activation energy (Ea) shown in the complete 

PES representation corresponds to a minimum-energy, transition-state like configuration 

(TS), of the avoided intersection space. The energy of donor deactivation, ET
D
 (

3
D

1
D 

transition), and acceptor excitation, ET
A
 (

3
A

1
A transition), for the respective equilibrium 

conformations are indicated with red arrows in the lower panel. These values give rise to 

highly endothermic energy balance and therefore TET would not be possible for the 
3
D and 

1
A equilibrium conformation. However, D-A energy resonance can be attained by 

geometrical changes requiring modest activation energies (green arrows), which correspond 

to the transition-state configuration of the upper diagram. 

 

 Since the absolute value of the electronic coupling term is very low 

compared with other energies involved in the transfer step, the PES of the 
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supermolecule can be separated in two uncoupled PESs for the donor and 

acceptor partners. Therefore, considering a negligible value of electronic 

coupling and taking into account the  resonance condition E[3D···1A] = 

E[1D···3A], the TET process may be analyzed in terms of the individual 

transitions 3D1D and 3A1A. In Figure 4.1 it is shown model PESs for a  

donor/acceptor couple in a TET process, as well as the potential energy 

curves of the singlet-triplet individual transitions as a function of internal 

coordinates qA and qD defining the molecular structure for acceptor and 

donor respectively. Because of the non-vanishing coupling, the adiabatic 

potential energy surfaces of both electronic states (i.e. before and after the 

transfer) do not present real crossings (i.e. conical intersections), showing 

slightly avoided crossings in the intersection space defined by the diabatic 

states as a result of the weak coupling. Note that the ground- and excited-

state geometry in each transfer couple differs substantially. The available 

energy from the donor deactivation transition 3D1D at the equilibrium 

conformation (ET
D Figure 4.1, lower panel) is insufficient for excitation of 

acceptor from its equilibrium conformation (ET
A corresponding to 3A1A 

transition. Figure 4.1, lower panel) and TET is not possible.  However, small 

changes in the conformation of both partners (qA for acceptor and qD for 

donnor) yield singlet-triplet transition energies very different from the 

equilibrium values, achieving energy resonance (ET
D(qD) - ET

A(qA) ≈ 0 for a 

given donor and acceptor structures: qD and qA)  and, therefore, leading to 

efficient transfer. These molecular distortions would take place at room 

temperature depending on the value of the corresponding activation 

energies Ea
D and Ea

A. In summary, TET would be most favourable for D/A 

couples in which the resonance condition ET
D(qD ) - ET

A(qA) ≈ 0  can be 

reached by changes in molecular geometry (qA and qD) that are very 

efficient in altering (tuning) the singlet-triplet gap with the lowest possible 

energy demand.  In general, each geometrical distortion would influence to 

a different extent the singlet-triplet energy gap, and it is very likely that 

some displacements along specific internal coordinates would leave 

unchanged the energy of this transition. This is illustrated in the simplified 

potential energy curves of Figure 4.2. On the other hand, the 

conformational changes which are very efficient in modifying the singlet-

triplet energy gap of donor and acceptor molecules would be likely a 
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combination of multiple internal coordinates, characterized also for low 

values of activation energy as noted above. 

 

 

 

 

 

 

 

 

Figure 4.2 Energy profiles for singlet 
1
A and triplet 

3
A states of an acceptor molecule. Left: 

Structural changes along inactive coordinates do not modify significatively the 
1
A - 

3
A energy 

gap. Right: In the case of active coordinates, these changes modulate efficiently (blue 

arrows) the singlet-triplet energy gap (ET
A
 for the 

1
A equilibrium structure). All these 

geometrical changes require an activation energy Ea
A
 indicated by red arrows. 

 

 Therefore, the correct description of a TET reaction coordinate 

requires the simultaneous analysis of both, the singlet-triplet (triplet-

singlet) energy gap variation along all internal coordinates and the 

activation energy associated to the geometrical change defined by each 

coordinate.  

 

 

4.2.2 Triplet-Triplet Energy Transfer Reaction Coordinate 

 

 The internal coordinates that are able to modulate the singlet-

triplet energy gap are involved in the reaction coordinate, but the relative 

contribution of these coordinates to the triplet energy transfer reaction 

coordinate (TET-RC) depends also on their role in yielding low activation 

energies in the initial states (1A in the case of acceptor and 3D in the case of 

donor). Therefore, TET-RC should include those coordinates providing a 

maximum variation of the singlet-triplet energy gap with a minimum energy 

of activation. As a result of that, the TET-RC is defined by the set of 

minimum energy configurations providing a given singlet-triplet energy gap. 
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This definition is consistent with a minimum energy principle: the energy 

transfer reaction will take place with the lowest possible activation energy. 

Moreover, the analysis of the TET process in terms of individual donor and 

acceptor transitions, as discussed above, allows the definition of a TET-RC 

for each individual process 3D1D and 3A1A. 

 In summary, the construction of the TET-RC entails the 

identification of those molecular distortions that change the singlet-triplet 

energy gap in the donor and acceptor molecules with the lowest energy 

demand. This can be exemplified by the analysis of the TET-RC for a generic 

acceptor molecule which is promoted to the triplet state 3A1A as a result 

of the transfer (the same reasoning may be applied to donor quenching ). 

According to a minimum energy principle, the energy transfer reaction 

coordinate for an acceptor molecule is determined by the set of singlet 

ground-state minimum-energy structures that present a given singlet-triplet 

energy gap, i.e. among all the points of the PES presenting a given singlet-

triplet energy gap, only that of minimum energy in the ground-state is a 

point of the reaction coordinate.  This situation is illustrated on Figure 4.3: 

the PES of the singlet (S0) and triplet (T1) states of the generic acceptor 

molecule have been pictured (left), as a function of nuclear displacements 

described by internal nuclear coordinates q1  and q2 . A series of nuclear 

configurations for which the singlet-triplet energy gap is constant are 

shown here by combining pairs of the blue curves drawn on the T1 and S0 

surfaces, for energy values of 2, 5 and 7 relative units. For example, all the 

configurations defined by the pair of blue curves joined by the red arrow 

correspond to a singlet-triplet energy gap of 7 relative units. Thus, it can be 

seen that there are many different ways of changing the equilibrium 

geometry to get a reduction of the singlet-triplet excitation energy, as was 

proposed before13.  However, among all these possible molecular 

distortions yielding a given reduction of the singlet-triplet gap, only a single 

structure has minimum energy on the initial (in this case S0) state. Joining all 

of these points on the PES would define the TET reaction coordinate. 
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Figure 4.3. Schematic representation of the PES of singlet S0 and triplet T1 electronic states 

of a generic acceptor molecule as a function of internal nuclear coordinates q1 and q2. Left: 

The arrows joining pairs of the blue curves highlighted over each surface mark sets of 

configurations with a constant S0-T1 energy gap (three different gap values have been 

represented for three different energy values: 2, 5 and 7 relative units). Right: the same PESs 

color-mapped to show the value of cosine of the angle between S0 and T1 energy gradient 

vectors. Red color corresponds to cosine values ≈ ±1, i.e. parallel gradient vectors. 

 

 The minimum-energy configurations on the S0 with a given singlet-

triplet energy gap can be located by constraining the energy gradient 

vectors on both singlet and triplet states to be parallel (Frutos et al. 2004). 

Therefore, if ES0(q) and ET1(q) represent the S0 and T1 potential energy 

surfaces as a function of  nuclear internal coordinates q, a molecular 

geometry corresponding with a minimum activation energy in the initial 

state (S0 in this case) must satisfy the following condition: 

 

           
 
           

                       
                              Eq. 4.1 

 

 where E represents the first derivatives of the energy (energy 

gradient) for each electronic state. The reaction coordinate for triplet 

energy transfer is defined by the set of geometries (qRC) which are solutions 

of eq. 4.1, in mass-weighted Cartesian coordinates. In Figure 4.3 (right) the 

PESs of the generic acceptor have been mapped with a color scale 

representing the value of the cosine of the angle formed by gradient 

vectors ES0 and ET1, where red color corresponds to absolute values of 
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the cosine close to unit. The molecular configurations that satisfy this 

condition define the triplet energy transfer coordinate for this specific 

acceptor. 

 Since the TET-RC is defined in terms of local properties of both 

potential energy surfaces, qRC will be, in general, a complex combination of 

internal coordinates. Therefore, it would be unlikely to find a TET-RC 

determined only by a single molecular deformation, e.g. a bond torsion or a 

stretching. 

 

 

4.2.3 A Quantitative Determination of Nonvertical Transfer 

Properties 

 

 In acceptor molecules giving rise to nonvertical energy transfer, a 

large reduction of the equilibrium singlet-triplet energy gap ET
A takes place 

with low activation energy Ea
A. These two factors are correlated along the 

TET-RC: maximum variation of the singlet-triplet energy gap with minimum 

activation energy on the ground-state. Therefore, the TET-RC makes it 

possible to attach a quantitative meaning to nonvertical deviation from 

classical transfer for a given acceptor/donor couple. As noted above, a 

geometrical distorsion parameter   was derived (Frutos et al. 2004), which 

is a function of the ratio of the above two factors: the new reduced 

acceptor singlet-triplet energy gap, and the corresponding activation 

energy, both of them depending on the acceptor internal coordinates (qA). 

This parameter was originally derived from local quadratic expansion of 

acceptor singlet and triplet PES, but its definition is completely general and 

can be computed for any molecular configuration along the TET-RC without 

any approximation in the PESs. The   value measures the extent to which 

geometrical changes in the acceptor molecule modulate its singlet-triplet 

gap: large   values correspond to large changes in singlet-triplet energy gap 

with low activation energy (nonvertical transfer), while low   values 

correspond to the opposite situation (classical transfer).This applies also to 

donor molecules. Therefore, it is possible to extend the application of this 

parameter by determining a   value for each individual point of the reaction 
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coordinate (qRC), yielding in this way the generalized geometrical distortion 

parameter for an specific acceptor: 

 

      
    

       
 

       
 

 

 

                                    Eq. 4.2 

 

 where ∆ET
A(qRC) = ET

A(qRC) - ET
A is the singlet-triplet energy gap 

variation relative to that of the equilibrium structure of the acceptor 

molecule for a specific point of the reaction coordinate (qRC), and Ea(q
RC) is 

the corresponding activation energy. Note that  nonvertical deviation from 

classical transfer for a given acceptor molecule should be also a function of 

the donor triplet energy, because the extent of the geometrical changes 

that would take place in the acceptor molecule to approach energy 

resonance depends on the available energy of the donor to be exchanged, 

i.e. ET
D(qRC) - ET

A(qRC) = 0. 

 

 

4.2.4 Determination of the Internal Coordinates Weight in TET 

 

 As shown above for the case of an acceptor molecule, the optimum 

molecular structure to match a given triplet excitation energy is defined by 

the reaction coordinate (qRC), corresponding to a collection of molecular 

structures showing a complex combination of internal coordinates. 

Nevertheless, the extent (i.e. magnitude) of the internal coordinate 

variations along the reaction coordinate is not strictly related to the 

relevance or "weight" of the specific coordinate in the reaction coordinate 

(qRC) definition. This is due mainly to two possibilities: first, a coupling 

between efficient and inefficient vibrational displacements which would 

provoke significant variations along the inefficient coordinate, and second, 

large amplitude, ground-state low-frequency vibrational modes which do 

not contribute efficiently to the energy gap variation, in spite that may 

result in large geometrical distortions. 
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 The weight of an specific internal coordinate for a given point of the 

TET-RC depends on its contribution to the variation of the singlet-triplet 

energy gap, as well as to the change of the energy of activation, in such a 

way that a coordinate with a large contribution or weight in the TET process 

should provide a large variation of the energy gap with low activation 

energy. It is possible to measure the weight of each coordinate along the 

TET-RC according to these conditions and within a second order 

approximation for the PESs. Under this approximation, the variation of the 

singlet-triplet energy gap for an acceptor or donor, ∆ET
A(D), and the 

corresponding activation energy on the initial state, Ea
A(D), for a transition 

between two electronic states (denoted as initial "0" and final "1" states) 

are given by: 

 

   
                   

 

 
                

         Eq. 4.3 

 

   
          

 

 
           

                          Eq. 4.4 

 

 where qRC are the molecular internal coordinates displacements 

relative to the minimum energy structure on the "0" state, g1 is the energy 

gradient vector on the final state for the "0" state equilibrium geometry, 

and H0 and H1 are the Hessian matrices for the initial and final state, 

respectively, determined also at the equilibrium structure for "0" state. 

Each coordinate contributes to the singlet-triplet energy gap variation, 

∆ET
A(D),  linearly in the energy gradient term and quadratically through the 

Hessian matrices. Therefore, for a specific "i" internal coordinate qi
RC, eq. 

4.3 and eq. 4.4 can be split in terms of the "N" internal coordinates of the 

molecule: 
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 where the expressions in brackets are the individual contribution of 

each component qi to the global singlet-triplet energy gap variation (eq. 

4.5) and the global activation energy (eq. 4.6). 

 According to eq. 4.2 it is possible to assign a   value for each 

individual coordinate following exactly the same definition, determining in 

this way the relevance of each internal coordinate in the global reaction 

coordinate. The following generalized definition of the   parameter for 

each internal coordinate of donor (or acceptor) molecule, results: 

 

   
    

    
   

 
   

 

 
    

   
 
          

    

 

 

 
    

   
 
     

  
 

 

 

                    Eq. 4.7 

 

 where qi
RC=(0,0,…,qi

RC,..,0,0) is a vector in which all the terms are 

zero except the “i” term that is equal to the value of the coordinate "i" in 

the specific point of the TET-RC, qi
RC. Each    

   parameter yields the 

contribution to nonvertical transfer for each "i" coordinate, permitting the 

determination of the role of each coordinate in the TET process in terms of 

energy effects instead of amplitude changes. 

 

 

4.2.5 Nonvertical TET in cis-Stilbene 

 

 Hammond and Saltiel introduced the nonvertical concept  from the 

study of TET reactions in which cis-stilbene (c-Stb) was the triplet-energy 

acceptor (Saltiel and Hammond 1963; Hammond et al. 1964). This 

outstanding  work ignited a great interest on the process and give rise to a 

substantial amount of related investigations (Saltiel et al. 1984; Catalan and 

Saltiel 2001). However, in spite of the elapsed 50 years from the initial 

discovery, there is not yet consensus on the nature of c-Stb structural 

changes responsible for the nonvertical effect (Saltiel et al. 2003; Lalevee et 

al. 2005). In this regard, a description of the reaction coordinate of the 

triplet energy transfer to this prototype acceptor that incorporates the 
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ideas discussed above may provide a well-founded interpretation of the 

changes that make possible triplet excitation. Therefore, we present below 

the TET-RC for the transfer process in which c-Stb is the acceptor 

compound. 

 The TET-RC was constructed by computing c-Stb molecular and 

electronic structure properties with Density Functional Theory by using 

hybrid B3LYP functional with a 6-31+G* basis set as implemented in 

Gaussian 03. In addition, a novel algorithm detailed elsewhere (Frutos and 

Castaño 2005) was applied using mass-weighted cartesian coordinates and 

including a second-order local expansion of the PES. Figure 4.4A presents 

the c-Stb ground-state activation energy as a function of the singlet-triplet 

energy gap along the TET-RC computed following the definition in eq. 4.1. It 

can be seen that modest changes in  ground-state energy give rise to a large 

reduction in the S0-T1 energy gap and, consequently, in the required triplet 

excitation energy. Thus, for example, an increase of only ca. 4 kcal·mol-1 of 

S0 energy gives rise to the reduction of ca. 20 kcal·mol-1 in the S0-T1 energy 

gap, which stands on the origin of the nonvertical transfer properties. 

Figure 4.4A also shows that variations in the ground-state relative energy 

may also produce a much larger increase of the singlet-triplet energy gap; 

for instance, the same 4 kcal·mol-1 of S0 energy gives rise an increase of 

more than 40 kcal·mol-1 in the S0-T1 energy gap. Therefore, vibrational 

activation of ground-state in c-Stb can facilitate accepting triplet excitation 

from low-energy donors, although the contrary effect (transfer from high-

energy donors) would be also favored by thermal activation, presenting an 

even more pronounced nonvertical transfer for the latter case. 
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Figure 4.4. (A) Relative S0 energy vs. S0-T1 energy gap for c-Stb along triplet energy transfer 

reaction coordinate, and (B) the relationship between the geometrical distortion parameter 

  and the S0-T1 energy gap, for the same computed reaction coordinate of c-Stb. 

 

 As mentioned above, a quantitative meaning can be attached to 

nonvertical transfer through  the generalized geometrical distortion 

parameter as defined in eq. 4.2 Thus, Figure 4.4B shows the relationship 

between  and the S0-T1 energy gap for c-Stb along the TET-RC. This 

parameter takes a value of ca.13 (kcal·mol-1)1/2 for the S0-T1 energy gap 

corresponding to ground-state equilibrium geometry (  
  about                   

67 kcal/mol), decreasing slowly for lower values of the energy gap, and 

increasing rapidly for augmented singlet-triplet energy gaps. The c-Stb 

triplet energy in solution, estimated from the onset of the optical T1S0 

absorption by oxygen perturbation techniques, is ca. 58 kcal mol-1 (Bylina 

and Grabowski 1969; Ni et al. 1989). Since the main properties of the c-Stb 

TET reaction coordinate do not depend on the absolute value of this 

energy, we used here the value computed by DFT techniques (67 kcal mol-1) 

for internal consistency, which is also consistent with the high-level CASPT2 

theoretical calculations (Molina et al. 1999),where vertical excitation of c-

Stb is predicted to be ca. 70 kcal·mol-1. The CASPT2 method provides 

quantitative excitation energy predictions (usually within 4-5 kcal·mol-1 

deviation from experimental results in organic chromophores). 
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Figure 4.5 Ground-state equilibrium geometry of cis-stilbene and internal coordinates ri 

(bond stretching) and di (bond torsion). Ph = phenyl ring. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.6 The    
 values computed for each effective internal coordinate of cis-stilbene for 

triplet energies in the 30-60 kcal·mol
-1

 range along the TET-RC. Since the singlet-triplet 

energy gap of this compound for the equilibrium configuration is ca. 67 kcal·mol
-1

, efficient 

TET from low triplet-energy donors would be only possible if the energy mismatch is 

eliminated by activated geometrical distortions of the phenylpolyene. Large    
 values 

correspond to geometrical distortions that are very effective in attaining energy resonance 

for the indicated singlet-triplet energy exchange. 

 

 The key internal coordinates controlling the nonvertical character of 

TET to c-Stb, as well as the relative weight of each motion in diminishing the 

triplet excitation energy, have been obtained by computing the respective 

   
 values. The c-Stb equilibrium geometry, together with the relevant 

internal coordinates, ri (bond stretching) and di (bond torsion) are 
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presented in Figure 4.5, while Figure 4.6 shows the weight of each internal 

coordinate in tuning the singlet-triplet energy gap, expressed by its    
 

value. As discussed above, a large    
 value indicates that this specific 

internal coordinate is very effective in matching (decreasing) the c-Stb 

singlet-triplet excitation energy to that available from the donor. In this 

regard, the central double-bond stretching vibration r(C=C) appears as the 

most important geometrical change in minimizing the singlet-triplet 

excitation energy of the acceptor, with a weight which is virtually 

independent of the energy deficit. The group of stretching vibrations 

localized along the two carbon-phenyl bonds r(Ph-C) and r(C-Ph) produce a 

much lower effect in altering the triplet energy gap. This prediction departs 

from the ideas advanced before on the way  bond torsions account for 

nonvertical transfer in this compound (Caldwell et al. 1992; Brennan et al. 

1994; Catalan and Saltiel 2001). In fact, the effect of bond torsional modes 

is quite surprising. Thus, the two phenyl-vinyl torsions d(Ph-vinyl) and d(vinyl-Ph) 

show a contribution to nonvertical effects which is very important for a 

small triplet energy deficit, but declines when the energy mismatch 

increases. In contrast, the central double-bond torsion d(PhC-CPh) shows a very 

small contribution in the energy range close to resonance, but this 

contribution rapidly becomes much more important for large values of 

energy mismatch. Finally, the torsion including the vinyl hydrogen atom 

d(HC-Ph) shows a modest effect, similar to that of the carbon-phenyl 

stretching. 

 The effects of the different internal motions shown above were 

determined by considering all the degrees of freedom of the c-Stb 

molecule. However, if restrictions are introduced in any of them, as for 

example is the case in the stiff-stilbenes (Saltiel et al. 2003), the relative 

contribution of each nuclear motion would be different. This prevents a 

direct comparison of the results obtained here with those of some sets of 

experimental data. 
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4.2.6 Conclusions 

 

 We presented a definition of the reaction coordinate for the triplet-

triplet energy transfer elementary process (TET-RC), based on the minimum 

energy principle for modulating the singlet-triplet energy gap. It is shown 

that the transfer process, in the weak electronic coupling limit, can be 

properly analyzed in terms of the two intervening individual electronic 

transitions for donor deactivation 3D1D and acceptor excitation 3A1A. In 

this way a reaction coordinate (qRC) for each individual transition was 

defined according to the condition of parallel energy gradient vectors for 

both electronic states. Based on this definition it was obtained a 

generalized geometrical distortion parameter ( 
  

  ) that yields a 

quantitative measurement of the nonvertical character of a given donor or 

acceptor molecule in the TET process. Moreover, according to this 

quantitative description of the nonvertical character, it was also developed 

a formalism to split the contribution of each individual internal coordinate 

to the TET-RC, permitting the identification of the crucial coordinates in the 

excitation transfer reaction. 

 This formalism was applied by computing the TET-RC for the 

anomalous and conflicting case of energy transfer using c-Stb as acceptor 

compound, the first example of large nonvertical transfer. It is shown that 

geometrical molecular distortions due to the C=C bond stretching vibration 

and phenyl-vinyl torsions are the important coordinates in explaining the 

nonvertical transfer. In contrast, the central double bond torsion presents a 

variable effect, being very important for large donor-acceptor energy 

discrepancies but of lesser relevance near energy resonance conditions. 

 The TET-RC formulation developed here is completely general and, 

therefore, may be of utility for the detailed characterization of the TET 

process involving a wide range of donor and acceptor molecular partners at 

the required level of theory. Finally, since this formalism was developed for 

a Dexter-type energy transfer process under weak electronic coupling, it 

can be used in the study of any energy transfer process mediated by 

electron exhange mechanism, and therefore not limited to triplet-triplet 

energy transfer. 
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5. Beyond CASPT2//CASSCF Methodology: 

"On The Fly" Scaling of the CASSCF Forces 

for Excited-state Dynamics of a Retinal 

Model 
 

 

 

 

 

"Imagination will often carry us to worlds that never were. 

But without it we go nowhere" 

Carl Sagan 
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 The CASPT2//CASSCF methodology (i.e. calculation of the CASSCF 

forces while performing minimum energy paths, with CASPT2 single point 

corrections to the energy) is widely applied to the high level (quantitative) 

prediction of excited-state electronic structures, resulting in a balanced 

compromise between quality of the results and affordable computational 

time. 

 In order to improve the description of photophysical and 

photochemical processes, alternatives to the CASPT2//CASSCF 

methodology were proposed: 

 Application of CASPT2 analytical forces. 

 Global scaling of the CASSCF forces. 

 The implementation of CASPT2 analytical forces was recently 

carried out, but the algorithm for its calculation was shown to be 

reasonably efficient only for small active spaces, therefore being not 

computationally feasible its application to medium or large size 

chromophores (Celani and Werner 2003). Especially, biological 

chromophores usually require large active spaces for a correct description 

of the biochemical reactivity, and a possible solution to the problem is to 

approximate the CASPT2 forces as the CASSCF forces times a global scaling 

factor, α (Frutos et al. 2007). The value of α can be calculated as a 

proportionality factor between CASSCF and CASPT2 minimum energy paths, 

therefore assuming a constant proportionality between both energy 

gradients (where the energy gradient is the opposite of the force): 

 

                                                               Eq. 5.1 

 

 Nevertheless this assumption is not of general validity, but requires 

to be tested for each system to be studied. Moreover, even if it is valid for 

any specific system, in the framework of a dynamics study not all 

trajectories have necessarily to explore only the regions close to the 

minimum energy path, eventually reaching parts of the potential energy 

surface where constant proportionality between CASPT2 and CASSCF forces 

does not hold true. 
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 Considering these premises, we developed a novel method to 

perform quantitative excited-state dynamics, by applying a so called local 

scaling factor: α is not anymore constant, but it is calculated for each new 

geometry along the trajectory (α(q)). 

 

                                                          Eq. 5.2 

 

 After a formal description, the locally scaled gradient method was 

applied to calculate "on the fly" excited-state dynamics of the protonated 

Schiff base 2-cis-α-methyl-pentadieniminium cation (2-cis-α-Me-C5H6NH2
+), 

selected as minimal model of the retinal chromophore (Garavelli et al. 

1997; Sampedro et al. 2004; Szymczak et al. 2008; Send et al. 2009). 

Especially, planar and pre-twisted conformations were selected (Figure 5.1), 

in order to mimic the behavior of the retinal chromophore in solution and 

surrounded by opsin in Rhodopsin, respectively (Wanko et al. 2004; 

Blomgren and Larsson 2005; Cembran et al. 2005; Wanko et al. 2005; 

Aquino et al. 2006; Cembran et al. 2007; Send and Sundholm 2007; 2007; 

2007; Weingart 2007; Schapiro et al. 2009; Szymczak et al. 2009; Zaari and 

Wong 2009). 

 Finally potentialities, limits and future perspectives of the proposed 

method are discussed. 
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Figure 5.1 The locally scaled gradient method was applied to 2-cis-α-Me-C5H6NH2
+
 in planar 

(a) and 10 degrees pre-twisted (i.e. the C2-C3-C4-C5 dihedral angle is constrained at 10 

degrees) (b) initial conformation, as minimal models of PSB11 in solution or within 

rhodopsin, respectively. By 2.2 Å resolution X-rays, torsion around the C11-C12 bond in bovine 

rhodopsin is 36 degrees (PDB code: 1U19) (c). Geometrical bond length parameters are given 

for fully optimized structures at the MP2/6-31G(d) level, being almost equivalent for the two 

conformations. 

 

 

5.1 Theoretical Method 

 

 The developed method of CASSCF local gradient scaling (meant to 

reproduce an approximated CASPT2 gradient) is shown by its mathematical 

description and insights into the algorithm and numerical implementation 

required for application to chemical problems. 

 In molecular dynamics, a numerical method is used to integrate 

 ewton’s equation of motion, in order to calculate the trajectory of the 

molecule by applying forces which (in this case) are computed at the 

quantum mechanical level. In this work, the Velocity Verlet integrator is 

used, propagating the trajectory through CASSCF forces scaled at each step. 

 Given the position q, linear momentum p, force F, mass m and time 

step t, the Velocity Verlet algorithm can be expressed as follows: 
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                         Eq. 5.1 

 

                                               
 

 
         

 

  
                      Eq. 5.2 

 

 As shown in Figure 5.2, the locally scaled gradient method is based 

on the projection of the CASPT2 gradient vector (-FPT2) along the CASSCF 

gradient vector (-FCAS), generating a pseudo-CASPT2 gradient vector (-Fps
PT2). 

 

 

 

 

 

 

 

 

Figure 5.2 Two-dimensional (q1, q2) scheme of the locally scaled gradient method for a single 

geometry (qi) along the trajectory: the CASPT2 gradient vector (-Fi
PT2

) is projected along the 

CASSCF gradient vector (-Fi
CAS

), obtaining a pseudo-CASPT2 gradient vector (-Fi,ps
PT2

). 

 

 Replacing F in Eq. 5.1 by Fi,ps
PT2 we obtain pi, by which the next 

geometry of the trajectory (qi+1) can be readily calculated: 

 

                                                  
 

 
     

 

  
     

                         Eq. 5.3 

 

 When applying the locally scaled gradient method, a pseudo-

CASPT2 force field is generated, defining a new potential energy surface, 

formally different from CASSCF and CASPT2 potential energy surfaces (ECAS, 

EPT2). Since the molecule will explore the new (pseudo-CASPT2) potential 

energy surface, it has to be noted that the original energy is not in general 

conserved. 
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 For an n-D space, with n=3N-6 where N is the number of atoms and 

n is the number of q internal coordinates, the CASSCF and CASPT2 energies 

of a potential energy surface can be expressed as a generic function f: 

 

                                                    ;                                 Eq. 5.4 

 

 Therefore the force vectors can be defined as: 

 

                          
        

   

 
    ;             

        

   

 
       Eq. 5.5 

 

 Fps
PT2 is obtained by projection of FPT2 along FCAS: 

 

                                 
               

                                   Eq. 5.6 

 

being       the unit vector. Finally, the new potential energy surface (Eps
PT2) 

can be calculated by integration, taking an arbitrary zero-energy reference: 

 

                                               
         

                                        Eq. 5.7 

 

 The approximation of FPT2 calculated by the locally scaled gradient 

method (Fps
PT2) can be considered reasonable in all cases when FPT2 and FCAS 

are nearly parallel, since the method scales the module of FCAS to resemble 

the one of FPT2, maintaining the direction indicated by FCAS (see Figure 5.2). 

 In order to calculate Fps
PT2, two displacements along FCAS (forward 

and backward: +Δd, -Δd) are required for each geometry of the trajectory, 

qi (Figure 5.3), i.e. a numerical gradient is performed. 
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Figure 5.3 Scheme of a trajectory performed with the locally scaled gradient method in the 

space defined by two arbitrary coordinates (q1, q2): at each step the CASSCF gradient (-Fi
CAS

) 

is scaled to approximate the CASPT2 gradient. -Fi,ps
PT2

 is calculated by generating two 

geometries at +Δd and -Δd along -Fi
CAS

. 

 

 Fi,ps
PT2 is therefore calculated as follows: 

 

                                                  
    

        
            

   

     
    

                               Eq. 5.8 

 

 In order to correct the energy as well, a CASPT2 single-point energy 

calculation is performed for each geometry of the trajectory.  

 The main advantage of the method is a consistent reduction in the 

number of single-point CASPT2 energy calculations needed: the numerical 

CASPT2 energy gradient requires 6N single-point CASPT2 energy 

calculations (where N is the number of atoms), while only three single-point 

CASPT2 energy calculations are required to approximate the CASPT2 energy 

gradient by the locally scaled gradient method. Moreover, by our method 

the number of single-point CASPT2 energy calculations does not depend on 

the molecular size (i.e. N), being feasible the application to large polyatomic 

molecules, if the active space considered is within state-of-the-art 

multiconfigurational limits. 
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5.2 Results and Discussion 

 

 The locally scaled gradient method was applied to describe the 

excited-state dynamics of planar and pre-twisted 2-cis-α-Me-C5H6NH2
+ 

(Figure 5.1a,b). Topologies and dynamics of planar 2-cis-α-Me-C5H6NH2
+ are 

firstly compared, in order to highlight differences and similarities between 

CASSCF and CASPT2 description of a minimum retinal model. 

 

 

5.2.1 2-cis-α-Me-C5H6NH2
+ Excited-State Topology 

 

 2-cis-α-Me-C5H6NH2
+ was optimized on the ground-state at the MP2 

level without imposing any symmetry, with a 6-31G(d) basis set applied to 

all atoms (Figure 5.1a). MP2 was selected since it can be considered a good 

approximation of the CASPT2 wavefunction for a single closed-shell 

configuration (as the ground-state of 2-cis- -Me-C5H6NH2
+ is), at the same 

time lowering the necessary computational cost. It was previously shown 

that a correct study of 2-cis-α-Me-C5H6NH2
+ photoisomerization requires 

two electronic states: the ground-state (S0) and the energetically lowest 

singlet excited-state (S1), being S2 always well above in energy and not 

influencing S1 trajectories (Garavelli et al. 1997; Sampedro et al. 2004; 

Valsson and Filippi 2010). Therefore, State-Average CASSCF (SA-CASSCF) 

calculations were performed with equal weights over S0 and S1. A complete 

active space of six electrons in six orbitals (CAS(6,6)) was selected, in order 

to include all π and π* orbitals with corresponding electrons, being required 

for a correct description of the conjugated molecule. 

 Full Multi-State CASPT2 (MS-CASPT2) and MS-CASPT2//SA-CASSCF 

S1 MEPs for 2-cis-α-Me-C5H6NH2
+ were previously reported by Valsson and 

Filippi, reaching the conclusion that CASPT2 topology is somehow different 

from the CASSCF one: on one side, after excitation to S1 in the 

Franck−Condon region, the CASSCF path leads to bond-length alternation 

(i.e. single bonds become double, and double bonds become single) up to a 

transition state corresponding to a planar structure; this transition state is 

followed by rotation around the central C3-C4 bond up to reach a S1/S0 

conical intersection, which is the funnel to populate efficiently the ground-
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state and eventually produce 2-trans- -Me-C5H6NH2
+ (Garavelli et al. 1997). 

The CASSCF path is barrierless, while the CASPT2//CASSCF path shows a 

really small energy barrier of about 0.8 kcal·mol-1 (Figure 5.4a, minimum at 

0.1 a.u.). On the other side, the CASPT2 MEP following absorption to S1 

leads to a flat planar minimum characterized by only partial bond-length 

alternation, resulting in almost equal length of the three middle bonds (C2-

C3 ,C3-C4 ,C4-C5). Then, as for CASSCF, torsion around the C3-C4 bond leads to 

a conical intersection geometry similar to the CASSCF one. Therefore, in 

spite of a similar photoisomerization process, CASSCF and CASPT2 S1 

topologies differ especially from the Franck−Condon region to the planar 

minimum/transition state structure (Figure 5.4a, from 0 to 0.5 a.u. for 

CASSCF, and from 0 to 0.9 a.u. for CASPT2). 

 This is a case when global scaling of the CASSCF energy gradient to 

mimic the CASPT2 energy gradient is not enough accurate during the entire 

MEP. In order to demonstrate it, we calculated CASSCF, CASPT2//CASSCF 

(and CASPT2) MEPs for 2-cis-α-Me-C5H6NH2
+, by which we show that 

CASSCF and CASPT2//CASSCF (as well as CASSCF and CASPT2) topologies 

are different in the in-plane region (scaling factor α in-plane = 0.094), while 

they are similar in the out-of-plane region (α out-of-plane = 0.919). Moreover, a 

non acceptable correlation is found in the in-plane region, while a good 

correlation applies to the out-of-plane region (Figure 5.4b). By calculating 

and applying a different α value at each step of the dynamics (local scaling 

method), we will try to correctly scale the CASSCF energy gradient also in 

the in-plane region, reproducing an approximate CASPT2 energy gradient. 

 S1 corresponds to a 1(π,π*) state with charge transfer character 

(Figure 5.4c), as previously reported (Garavelli et al. 1997). More in detail, 

the MEP along S1 shows how the positive charge (q), localized on the 

nitrogen atom while in the ground-state minimum (Franck−Condon region), 

is partially displaced along the conjugated backbone, finally moving towards 

the non-methylated half moiety when the S1/S0 conical intersection is 

reached. Especially, a decrease in q(=q(S1)-q(S0)) is associated with 

breaking of the double C3-C4 middle bond, becoming a single bond (from ca. 

0.3 to 0.15 electrons): at CASSCF and CASPT2//CASSCF level such a q 

decrease is found immediately after irradiation, while at CASPT2 level it 

happens at the end of the in-plane region (MEP around 1.1 a.u.), when 

torsion around the C3-C4 bond is initiated. 
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Figure 5.4 S1 minimum energy paths (MEPs) of 2-cis-α-Me-C5H6NH2
+
 at CASSCF, 

CASPT2//CASSCF and CASPT2 level (a), by which α in-plane and α out-of-plane were calculated (b). 

The charge transfer character was evaluated along the MEPs as Δq=q(S1)-q(S0), where the 

charge q is calculated for the non-methylated half moiety (c). 

 

 

5.2.2 Comparison of 2-cis-α-Me-C5H6NH2+ Excited-State 

CASSCF and CASPT2 Trajectories 

 

 In order to have a valid reference to test the local scaling method, 

one SA-CASSCF(6,6)/6-31G(d) trajectory and one full MS-CASPT2(6,6)/6-

31G(d) trajectory were calculated in the excited-state (S1) applying the 

same conditions: S0→S1 vertical excitation of the ground-state optimized 

planar geometry with initial velocities (i.e. initial linear momentum) set to 

zero, therefore not including any kinetic energy initial contribution. A time 

step of 0.5 fs was applied. 
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Figure 5.5 Energy profiles of 2-cis-α-Me-C5H6NH2
+
 S1 trajectories: CASSCF and CASPT2 entire 

trajectories (a). Dynamical behavior of the three middle bonds at CASSCF (b) and CASPT2 (c) 

level. The dashed vertical line in a and c sets the time when isomerization starts, at the 

CASPT2 level of theory. 
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 CASSCF and CASPT2 S1 trajectories are rather different (Figure 5.5): 

 1. The Franck−Condon 1(π,π*) vertical excitation to S1 is ca.             

16 kcal·mol-1 lower at the CASPT2 level, due to an expected stabilization of 

the CASSCF energy when including dynamic electron correlation. 

 2. CASPT2 energy gradient vectors have usually a smaller module 

than CASSCF energy gradient vectors, resulting in CASPT2 less pronounced 

energy changes along the trajectory (on S1 and S0), i.e. the peak-to-peak 

amplitude is shorter than the CASSCF one. Therefore, the CASPT2 S1 

trajectory remains for a longer time (ca. 100 fs more than CASSCF) in the 

region corresponding to in-plane vibrational redistribution of the irradiation 

energy, preceding out-of-plane activation of different normal modes. 

Indeed, when comparing CASSCF and CASPT2 topologies, the in-plane 

region is predicted to be more flat at the CASPT2 level (Figure 5.4a,b). 

 3. Moreover, the bond-length profile in the in-plane region is 

distinctively different: the CASSCF trajectory is clearly characterized by 

bond-length alternation, which is only partial at the CASPT2 level. More in 

detail, at the CASSCF level the first photoinduced event (between 12 and 15 

fs) is lengthening of double bonds and contraction of single bonds, followed 

by oscillations which maintain such inverted bond pattern (Figure 5.5b). At 

the CASPT2 level (Figure 5.5c), the period of bond-length oscillation is 

usually shorter than the CASSCF one, as well as the peak-to-peak amplitude, 

resulting in three almost equal middle bonds (C2-C3 ,C3-C4 ,C4-C5) oscillating 

around 1.43 Å, and two shorter side bonds oscillating around 1.39 Å (C1-C2) 

and 1.36 Å (C5-N6), consistently with the results found by Valsson and Filippi 

for the CASPT2 S1 minimum structure. 

 4. In spite of the different behaviour observed in the in-plane 

region, both CASSCF and CASPT2 trajectories lead to a S1/S0 conical 

intersection. At the CASSCF level, after 217 fs the S1 energy decreases and 

correspondingly the S0 energy increases, reaching a peaked conical 

intersection at 271 fs, around 80 kcal·mol-1. Then the dynamics is continued 

on S1 (instead of letting the system hop on the lower potential energy 

surface), in order to demonstrate that excited-state oscillations maintain 

the molecule in this crossing region dominated by a single conical 

intersection, which is found again at 281 and 290 fs. At the CASPT2 level, a 

steeper decrease of the S1 energy is initiated at 317 fs, also reaching a S1/S0 

peaked conical intersection at 343 fs, around 70 kcal·mol-1, therefore with a 
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time delay of ca. 70 fs respect to the CASSCF trajectory and 10 kcal·mol-1 

lower in energy. Structurally, we confirm at the CASPT2 level what was 

recently reported at the CASPT2//CASSCF level for PSB11 in rhodopsin 

(Schapiro et al. 2011): hydrogen out-of-plane (HOOP) modes drive the 

excited-state torsion around the middle (C3-C4) bond, being responsible of 

the S1 energy decrease up to the conical intersection. Even more than the 

CASSCF description (where bond-length alternation promotes formation of 

a single middle bond free to rotate), CASPT2 dynamics highlights that HOOP 

activation is the fundamental event responsible to initiate rotation around 

the middle C3-C4 bond, since this bond is only partially lengthened, 

maintaining a partial double bond character (Scheme 5.1). Indeed, at 

CASPT2 level the formal C3-C4 double bond finally becomes a single bond 

only after torsion around the same bond starts, demonstrating the most 

important difference between CASSCF and CASPT2 description of 1(π,π*) 

states with charge transfer character in protonated Schiff bases: by CASSCF, 

bond-length alternation happens first, followed by HOOP activation; by 

CASPT2, the conjugated moiety reaches a flat region where formal single 

and double bonds are almost equivalent, followed by a HOOP-coupled 

bond-length alternation mechanism, initiated by HOOP activation (Figure 

5.6). 

 Considering the planarity of the conjugated backbone in the 

Franck−Condon region and the initial condition of zero kinetic energy, we 

can assume that all other possible CASSCF and CASPT2 S1 trajectories of 2-

cis-α-Me-C5H6NH2
+ (with initial geometry out of global minimum, as 

expected in a ground-state dynamic environment) should be able to leave 

the in-plane region and evolve towards the ground-state, even though a 

higher flexibility of the backbone is expected at the CASPT2 level. 
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Figure 5.6 Main parameters involved in torsion of the 2-cis-α-Me-C5H6NH2
+ 

middle bond 

during CASSCF (left) and CASPT2 (right) dynamics: C3-C4 bond length, HOOP (H-C3-C4-H) and 

C2-C3-C4-C5 dihedral angles. 

 

 5. The S1/S0 conical intersections reached by CASSCF and CASPT2 

trajectories correspond to similar qualitative structures, showing 

differences in some coordinates (Figure 5.7) More in detail, the H-C3-C4-H 

dihedral angle involved in HOOP activation is 115 degrees (100 degrees) at 

CASPT2 (CASSCF) level, displacing the two hydrogen atoms respectively up 

and down of the backbone moiety, and therefore allowing rotation around 

the middle C-C bond: the C2-C3-C4-C5 dihedral angle is 56 degrees at CASPT2 

level and 78 degrees at CASSCF level. This result is consistent (within the 

limit of a dynamic study involving only one trajectory per level of theory) 

with the geometries located by minimum energy path and reported in 

literature (De Vico et al. 2002; Page and Olivucci 2003; Serrano-Andres et al. 

2005; Valsson and Filippi 2010). 

 

 

 

 

 

 

 

 

 

Figure 5.7 CASPT2 (red) and CASSCF (blue) superimposed structures at the corresponding 

S1/S0 conical intersection. 
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 The photoinduced S1 reactivity of initially planar 2-cis-α-Me-

C5H6NH2
+ is summarized in Scheme 5.1, showing differences and similarities 

between CASSCF and CASPT2 descriptions. 

 

 
 

Scheme 5.1 Comparison between CASSCF and CASPT2 photoisomerization mechanisms of 

initially planar 2-cis- -Me-C5H6NH2
+
, from vertical excitation (S0→S1) to the conical 

intersection (S1/S0 CI). 

 

 

5.2.3 Locally Scaled Trajectories of initially planar 2-cis-α-Me-

C5H6NH2+ 

 

 The CASSCF and CASPT2 S1 trajectories of 2-cis-α-Me-C5H6NH2
+ were 

considered as a reference to test the validity of the proposed locally scaled 

gradient method: by local scaling of the CASSCF forces, the scaled trajectory 

is meant to mimic the CASPT2 trajectory. Therefore, the same initial 

conditions were applied: MP2 optimized geometry (Figure 5.1a), zero 

kinetic energy and a time step of 0.5 fs. The displacement along the CASSCF 

gradient (∆d) to generate the pseudo-CASPT2 gradient was set to 0.05 Å. 
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 The CASSCF locally scaled trajectory is able to resemble the CASPT2 

trajectory up to 217 fs (Figure 5.8), which corresponds to the time when the 

CASSCF in-plane region terminates (i.e. torsion around the C3-C4 bond is 

initiated at the CASSCF level), while the CASPT2 trajectory continues to 

describe vibrational planar relaxation (Figure 5.5). From this point on, 

CASSCF and CASPT2 topologies are strikingly different, and therefore a 

projection of the CASPT2 energy gradient along the CASSCF energy gradient 

(Figure 5.2) is not enough to approximate the CASPT2 dynamics, since the 

two gradient vectors are not nearly parallel, and therefore additional 

coordinates are required to continue following the CASPT2 path (Marazzi et 

al. 2012). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
120 

Chapter 5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.8 Comparison between CASSCF, CASPT2 and CASSCF locally scaled trajectories: S1 

and S0 energies (a,b), and backbone bonds (c-g) in the in-plane region (up to 217 fs). 
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5.2.4 Locally Scaled Trajectories of pre-twisted 2-cis-α-Me-

C5H6NH2+ 

 

 In order to mimic (at first glance) the opsin environment around the 

retinal, the C2-C3-C4-C5 dihedral angle of 2-cis- -Me-C5H6NH2
+ was 

constrained at 10 degrees while optimizing the ground-state structure at 

the MP2/6-31G(d) level of theory. The optimized structure results in a 

backbone pattern almost equivalent to planar 2-cis- -Me-C5H6NH2
+ (Figure 

5.1b). 

 Considering the aforementioned topological study, the S1 MEP (and 

therefore the S1 dynamics) of pre-twisted 2-cis-α-Me-C5H6NH2
+ is expected 

to start directly in the out-of-plane region, where the application of a global 

scaling factor can be justified by the good correlation shown in Figure 5.4b, 

indicating high similarity between CASSCF, CASPT2//CASSCF and CASPT2 

profiles up to the S1/S0 conical intersection (α out-of-plane = 0.919). This 

allowed us to compare a CASSCF globally scaled trajectory with a CASSCF 

locally scaled trajectory (∆d = 0.05 Å). The initial conditions of each 

dynamics were the same applied to planar 2-cis-α-Me-C5H6NH2
+: zero 

kinetic energy and a time step of 0.5 fs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9 CASSCF globally and locally scaled energies of the S1 photoisomerization 

trajectories of a 10 degrees pre-twisted 2-cis-α-Me-C5H6NH2
+
 model. The S1/S0 conical 

intersection (CI) energy and time is highlighted. 
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 As shown in Figure 5.9, the local scaling method ensures a less 

steep out-of-plane region than the global scaling method, therefore 

resulting in 21 fs delay to reach the S1/S0 conical intersection (56 fs for 

CASSCF globally scaled; 77 fs for CASSCF locally scaled). As expected, both 

methods almost coincide in the value of relative energy at which the conical 

intersection is found, at about 70 kcal·mol-1. 

 

 

 
 

Figure 5.10 Comparison between backbone bonds (a-e) and dihedral angles (f-h) of 10 

degrees pre-twisted 2-cis-α-Me-C5H6NH2
+
 CASSCF globally and locally scaled trajectories. 

 

 In the geometrical point of view, CASSCF global and local scaling 

methods give the same qualitative description of the photoisomerization 

process: as first bond length inversion takes place, accompanied by slight 

negative torsion of the backbone dihedral angles. Once bond length 

alternation is completed, it follows positive torsion, especially around the 

C3-C4 bond, finally reaching the S1/S0 conical intersection. Nevertheless, the 

CASSCF locally scaled trajectory describes, as well as for initially planar 2-
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cis-α-Me-C5H6NH2
+ dynamics, CASPT2-like properties: the energy gradient 

has a lower module than in CASSCF dynamics, therefore requiring more 

time for initial bond length inversion, which anyway does not reach the 

typical CASSCF amplitude. 

 

 

5.3 Summary, Conclusions and Perspectives 

 

 A novel method to scale the CASSCF energy gradient (i.e. the 

CASSCF force) is presented and implemented for application in excited-

state molecular dynamics. Especially, the definition of a locally scaled 

gradient method is mathematically formulated, where the CASSCF energy 

gradient is scaled at each step of the trajectory, in order to provide the 

approximate CASPT2 energy gradient, if the two gradient vectors are nearly 

parallel. This local approach is intended to improve the previously 

developed globally scaled gradient method, which assumes appreciable 

correlation between CASSCF and CASPT2//CASSCF minimum energy paths, 

a condition not necessarily fulfilled. 

 This novel method was applied to the excited-state cis-trans 

photoisomerization process of a minimum retinal model (2-cis-α-Me-

C5H6NH2
+), considering two different initial conformations: planar and 10 

degrees twisted around the middle carbon-carbon bond. In order to 

validate the method and understand its limits, CASSCF, CASPT2//CASSCF 

and CASPT2 minimum energy paths were calculated, showing differences 

especially in the bond alternation path of the in-plane region. Therefore, 

CASSCF and CASPT2 trajectories were compared for the initially planar 2-

cis-α-Me-C5H6NH2
+, highlighting such difference in bond length profile, but 

confirming hydrogen-out-of-plane normal modes as responsible for 

photoisomerization. 

 The locally scaled gradient method applied to initially planar 2-cis-

 -Me-C5H6NH2
+ is able to reproduce CASPT2 typical characteristics of the in-

plane region, reaching the limits of its validity (i.e. not nearly parallel energy 

gradient vectors) when the CASSCF trajectory initiates torsion, while the 

CASPT2 trajectory continues to describe in-plane vibrational relaxation. In 



 
124 

Chapter 5 

order to overcome such validity limits, different scaling schemes are 

actually being evaluated by the authors. 

 The locally scaled gradient method was tested also on 10 degrees 

twisted retinal model, where the globally scaled gradient method is in 

principle valid. We show that, in spite of a qualitatively similar excited-state 

mechanism, the novel method is able to properly scale the energy gradient 

vectors, resulting in a different time scale for initial bond length alternation, 

later torsion, and finally reaching the S1/S0 conical intersection. 

 We should note that, in principle, the locally scaled gradient 

method is not limited by the multiconfigurational approach, since it can be 

applied to whatever couple of levels of theory where nearly parallel energy 

gradient vectors are expected. Indeed, energy gradient vectors starting to 

diverge indicate that we reached the validity limits of the proposed 

method. 

 Moreover, this novel method could be applied also to optimization 

schemes (i.e. not only for dynamics), therefore showing its general purpose, 

conserving its main computational advantage: at each step, only three 

single-point CASPT2 energy calculations are required to generate a pseudo-

CASPT2 energy gradient, instead of the 6N CASPT2 energy calculations 

needed for a numerical CASPT2 energy gradient, at the same time being not 

limited by the size number of atoms N of the molecule. 
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6. Tuning Spectroscopical Properties 
 

 

 

 

"Nature uses only the longest threads to weave her patterns, 

so that each small piece of her fabric reveals  

the organization of the entire tapestry" 

Richard P. Feynman 
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 Modulation of spectroscopical properties is a relevant aim in 

chemistry and biochemistry. Especially, fine tuning of the absorption 

wavelength determines a selected control over photoactivation (Wanko et 

al. 2005), while the possibility to modulate fluorescence (or 

phosphorescence) energies is highly attractive for tracking cellular 

processes (Shaner et al. 2007; Nienhaus 2008) and propose technological 

developments in optical nanoscopy (Hofmann et al. 2005; Betzig et al. 

2006; Hess et al. 2006) and data storage (Sauer 2005). 

 The modulation of spectroscopical properties can be accomplished 

by applying different approaches, based on chemical substitution of the 

chromophore, influence of the solvent (pH, permittivity of the media) or, in 

case of biomolecules, effect of the environment (steric hindrance, selected 

mutations). Several experimental studies can be found throughout the 

literature, where the so-called chemical intuition is used to attempt 

different modifications to the chromophore which could induce a certain 

bathochromic or hypsochromic shift. Nevertheless, considering the almost 

infinite number of possible modifications, a predictive study of the 

distinctive effects is highly desirable, in order to determine which kind of 

modification is most likely to determine the effect we are interested in. 

 In this Ph.D. Thesis, we focus on prediction of the absorption 

energy, in order to determine if modulation is eventually possible, and up 

to which extent. Especially, the effects of chemical substitution on a 

chromophore (of the S-nitrosothiols family) are investigated by systematic 

and methodological approaches. Moreover, the mechanical external forces 

acting on a chromophore (e.g. in the case of a switch in a protein 

environment, or of a monomer as part of a polymer chain subject to 

stretching or compression) will be considered by a dynamical study on the 

ground-state potential energy surface, leading to an estimation of the 

absorption spectrum modulation for one of the most commonly applied 

photoswitches: azobenzene. The results are shown and discussed in the 

following sections. 
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6.1 Substituent Effect in the Excitation Energy of a 

Chromophore 

 

 During the past decades, the substituent effect has become one of 

the major research topics in physical organic chemistry. Especially, different 

methodologies were developed in order to systematically describe the 

relationships between substituent groups and chemical (or physical) 

properties in the ground-state, all of them based on the Hammett equation: 

 

   
 

  
                                                 Eq. 6.1 

 

where k0 and k are the unsubstituted and substituted aryl reaction rate 

constants, respectively, ρ is a term which depends on the specific reaction 

and σ is a term which depends on the specific substituent (Hammett 1937). 

 Applying eq. 6.1, Hammett introduced a Linear Free Energy 

Relationship (LFER) by which the change in Gibbs activation energy for any 

two reactions with two aromatic reactants only differing in the type of 

substituent (meta or para position) is proportional to the change in Gibbs 

energy. Subsequent modifications to the Hammett equation were 

proposed, leading to appropriate LFERs to describe and interpret the 

mechanism of organic reactions in the ground-state: the Swain‒Lupton 

equation(Swain and Lupton 1968), the Taft equation (Taft 1952; 1952; 

1953) and the Yukawa‒Tsuno equation (Yukawa and Tsuno 1959). 

 In spite of the successful application to ground-state reactivity 

(including synthetic, mechanistic and catalytic properties), the attempt to 

describe excited-state processes by the Hammett equation was shown to 

be somehow controversial: in some cases, an acceptable correlation was 

found between the rate of a reaction in the excited-state (including 

molecules differently substituted) and the Hammett constants of the same 

substituents derived from ground-state reactivity. In other cases, the effect 

of the substituent on the excited-state reactivity differs from that found in 

the ground-state (Sadlej-Sosnowska and Kijak 2012). Therefore, additional 

parameters were introduced with the aim of describing photochemical 

substituent effects (σhν (McEwen and Yates 1991), σex (Wehry and Rogers 
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1965), σ* (Shim et al. 1982; Shim et al. 1983), σ•hν (Fleming and Jensen 

1996), σcc
hν (Cao et al. 2008)), keeping the mathematical expression defined 

by Hammett (eq. 6.1). Furthermore, a reformulation of the Hammett 

equation was proposed in order to correlate the substituent effect with the 

absorption frequency (Charton 1981), nevertheless leaving the application 

of the Hammett equation to the description of excited-state properties as a 

non-prominent trial and error methodology. 

 As an attempt to rationalize substituent effects in organic 

chromophores, Woodward developed empirical rules by which it is possible 

to demonstrate a correlation between the wavelength of the absorption 

maximum in UV spectra and the extent of carbon-carbon double bond 

substitution in conjugated systems (Woodward 1941). The Woodward rules 

were successfully applied to carbonyl compounds, mono- and di-

substituted benzene derivatives, benzoyl derivatives, and later improved by 

the introduction of a considerable amount of experimental data (Fieser et 

al. 1948). A complementation of the Woodward‒Fieser rules, applicable 

only to molecules with one to four conjugated double bonds, is the 

Fieser‒Kuhn rule, by which wavelengths of the absorption maxima and 

extinction coefficients can be estimated for whatever conjugated molecule 

(Kuhn 1948). 

 In this Ph.D. Thesis, we present a general methodology to predict 

excitation energies in substituted chromophores, by determining the 

structural modifications that a substituent causes to a reference 

unsubstituted chromophore (section 6.1.2). Especially, we show that the 

concept of "structural substituent excitation energy effect" can be formally 

introduced, in order to rationally predict and quantify the substituent effect 

in the excitation energy of a chromophore to an excited electronic state. 

Therefore, the developed methodology can be successfully applied only if 

the structural change of the chromophore induced by the substituent does 

not affect the electronic nature of the absorption process. 

 More in detail, each molecule under study can be formally divided 

into chromophore and substituent fragments, leading to the following 

definition of ground-state (EGS) and excited-state (EES) electronic energy: 

 

       
         

        
          

                       Eq. 6.2 
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                     Eq. 6.3 

 

where    
     ,    

     and    
           are the electronic energies of 

chromophore, substituent and interaction between both parts in the 

ground-state, respectively, while    
     ,    

     and    
          

 are the 

counterparts in the excited-state. Indeed, by assuming that the substituent 

is not participating in the electronic excitation (i.e. only the chromophore is 

involved), the eventual energy stabilization or destabilization caused by the 

substituent is the same for ground and excited-state, leading to    
     

   
     and    

          
    

          . Therefore, it is straightforward to 

obtain eq. 6.4: 

 

       
         

        
          

                   Eq. 6.4 

 

 Finally, the excitation energy (    ) can be obtained by subtracting 

eq. 6.2 from 6.4: 

 

                
         

                       Eq. 6.5 

 

 Within the limits of validity aforementioned, only the chromophore 

structure is responsible for the excitation energy, and its eventual 

deformations caused by the attached substituent can be interpreted as 

forces acting on the chromophore itself, finally leading to shifts of the 

absorption wavelengths. By the developed methodology, it is possible to 

determine which internal coordinates contribute to the chromophore 

deformation and therefore to the excitation energy of the substituted 

chromophore, avoiding direct calculation. Especially, the following data are 

required: (i) the ground-state structure of the substituted chromophore and 

(ii) the ground and excited-state potential energy surfaces of the 

unsubstituted chromophore. Both tasks have to be performed with a 

consistent level of theory, depending on the molecular system under study. 

Among the possible approaches which can be used to calculate ground and 

excited-state potential energy surfaces of the unsubstituted chromophore, 

we employed a quadratic approximation, resulting in the following 

expressions: 
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                               Eq. 6.6 

 

              
  

         
 

 
                     Eq. 6.7 

 

where        
   is the vector which takes into account of the 

displacement from the ground-state equilibrium geometry (  
  ),     is the 

excited-state energy gradient vector,     and     are the Hessian matrices 

for the two electronic states. 

The excitation energy can be obtained by subtracting eq. 6.6 from eq. 6.7. 

Therefore, by calculating ground and excited-state potential energy 

surfaces for the unsubstituted chromophore, the vertical excitation energy 

of any given substituted chromophore (fulfilling the requirements of a 

chemical substitution which does not affect the nature of the electronic 

excitation) can be predicted. 

 As aforementioned, apart from such prediction, also the internal 

coordinates controlling the excitation energy gap can be determined. 

Especially, the contribution of the distortions along the energy gradient 

vector and of the ones orthogonal to it (i.e. first-order and second-order 

energy gap variation respectively, according to eq. 6.6 and 6.7) were 

considered. 

 The developed methodology was applied to S-nitrosothiols (RSNOs), 

a family of compounds which has been shown to store, transport and 

release nitric oxide (NO) within the mammalian body (Stamler et al. 1992). 

In spite of their intrinsic instability at room temperature, attention has been 

focused on possible phototherapies based on RSNO photochemical 

decomposition to give the corresponding disulfide and NO (Bartberger et al. 

2001; de Oliveira et al. 2002; Grossi and Montevecchi 2002). As part of this 

Ph.D. Thesis, the photocleavage mechanism of the model compound 

CH3SNO to release CH3S· and ·NO was studied at the CASPT2 level resulting 

in a barrierless process when irradiating in the visible region (S1), in the near 

UV region (S2) and for photosensitized (T1) reactions (i.e. RSNO 

photocleavage is expected to be an ultrafast process without involving any 

side reaction). Therefore, an eventual control of the photocleavage 

mechanism is possible only by modulation of the RSNOs vertical excitation 



 
132 

Chapter 6 

energies. After accurate calibration of the appropriate TD-DFT method to 

be used by CASPT2 calculations over model compounds, the electronic 

absorption spectra of a series of differently substituted RSNOs was 

calculated for the lowest-energy 1(n,π*) and 1(π,π*) transitions, finding 

acceptable correlations with the corresponding σp Hammett constants of 

the substituents for a series of aryl derivatives. Therefore, these results (see 

section 6.1.1) provide basic understanding of RSNO photophysical and 

photochemical processes. 

 In order to understand up to which extent the developed 

methodology can be considered a predictive tool for designing substituents 

with desired absorption wavelength sensitivity, it was applied on the same 

set of RSNOs, considering CH3SNO as the unsubstituted reference. The 

results show a remarkable agreement between calculated and predicted 

values (see section 6.2.2) 
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6.1.1 Modulating Nitric Oxide Release by S-Nitrosothiol 

Photocleavage: Mechanism and Substituent Effects 
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6.1.2 Structural Substituent Effect in the Excitation Energy of a 

Chromophore: Quantitative Determination and Application 

to S-Nitrosothiols 
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6.2 Mimicking a Photoswitch Environment through External 

Forces 

 

 Molecular switches based on cis-trans photoisomerization have 

been already used in different contexts in order to control diverse 

properties, ranging from peptide conformation to molecular data storage 

devices, from catalysis to smart materials. During the past years most of the 

attention has been focused on finding reliable synthetic routes to modify 

existing switches, in order to meet specific requirements. Among all 

synthesized and characterized photoswitches, we should mention 

azobenzenes, overcrowded alkenes, the hemithioindigo chromophore, the 

green fluorescent protein (GFP) chromophore and protonated Schiff bases 

(PSBs) based on the retinal chromophore of rhodopsins (Klajn 2010; Bossi 

and Aramendia 2011). Especially, the introduction of azobenzene 

derivatives and PSBs in peptides and proteins has led to photocontrol of 

folding and unfolding mechanisms. More in detail, once an azobenzene or 

PSB derivative is attached to two different residues of an amino acid 

sequence, UV or visible light irradiation can trigger the photoisomerization, 

leading to a large conformational change, with effects on the biological 

activity (e.g. interfering with the docking activity of a ligand to its binding 

site in a target protein). Usually, illuminating the photoswitch with a 

different wavelength ensures reversibility of the process, resulting in 

recovery of the initial conformation of the amino acid sequence (Schrader 

et al. 2007; Schierling et al. 2010; Beharry et al. 2011; Blanco-Lomas et al. 

2012). Apart from biology, azobenzene was shown to undergo 

folding/unfolding processes also when incorporated into oligomers, 

generating the so called foldamers (Khan and Hecht 2006; Khan et al. 2006; 

Russew and Hecht 2010; Yu and Hecht 2011; 2012). One example is 

oligo(meta-phenylene ethynylene), where azobenzene photoswitching is 

responsible for control over helix-coil transition (Khan and Hecht 2006). 

More in general, the photoswitch is expected to play the role of a foldamer 

building block, with eventual applications in data storage and actuation. 

 Therefore, when studying the properties of a photoswitch, we have 

to pay attention to the effects of the environment where it is applied, since 

an isolated switch in solution can have different photophysical and 
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photochemical properties once attached to the backbone of a protein, and 

therefore result in relevant modifications of its applicability. For instance, 

the lowest-energy optically bright excited-state of an azobenzene or PSB 

based photoswitch is a 1(π,π*) state, determining a characteristic maximum 

absorption wavelength of the corresponding S0→Sn electronic transition 

which can be largely affected by the presence of eventual residues in the 

vicinity of the π-conjugated system. Also steric hindrance and the actual 

residues to which the photoswitch is chemically bound can produce 

relevant molecular distortions, when compared to the unbounded switch. 

 For this reason, if we are planning to predict the range of 

applicability of a certain photoswitch, the simulation of the environment 

effects becomes a priority. In this Thesis we realized a first step towards the 

solution of this difficult but necessary task by applying external forces to 

selected pairs of nuclei of a chromophore, in order to mimic the mechanical 

stress applied, e.g., when chemically inserted into a peptide or protein. 

Therefore, this methodology does not take into account eventual electronic 

or steric effects caused by the medium, but is meant to give a description of 

the photoswitch behaviour under mechanical stress, identifying the limits 

for an eventual mechanical isomerization (i.e. isomerization provoked by 

the forces applied), as well as providing a tool to monitor eventual shifts in 

absorption energy. 

 We should mention that this approach was previously proposed for 

optimizing the geometry of a molecule (Wolinski and Baker 2009; 2010) and 

for on-the-fly dynamics, in order to perform mechanochemical studies 

(Davis et al. 2009; Kryger et al. 2010; Lenhardt et al. 2010). The novelty of 

our method consists in performing force constrained dynamics with 

analytical potential energy surfaces, therefore reaching considerably higher 

simulation times with respect to on-the-fly trajectories, at a lower 

computational expense. 
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6.2.1 Modulating the Spectroscopical Properties of an 

Azobenzene Switch by Molecular Dynamics 

 

 Azobenzene is composed by two phenyl groups connected by a N=N 

bond, therefore leading to cis and trans isomeric forms (Figure 6.1). The 

trans form is basically planar, being ca. 0.6 eV more stable than the cis 

form, where the benzene rings are twisted around the C-N bond to avoid 

steric hindrance (Brown and Granneman 1975). 

 

 
 
 
 
 

Figure 6.1 Azobenzene isomers. 

 

 The photophysics and photochemistry of this system has been 

extensively studied. The absorption spectrum shows a 1(n,π*) transition at 

432 nm (440 nm) for the trans (cis) isomer, and a 1(π,π*) transition at 318 

nm (290 nm) for the trans (cis) isomer (Lednev et al. 1996; Hamm et al. 

1997; Lednev et al. 1998). Therefore, visible and near-UV regions are 

interested by the absorption process. About the photochemistry, 

isomerization was found to be an ultrafast process for both cis-to-trans 

(170 fs) and trans-to-cis (320 fs) conformational changes (Naegele et al. 

1997; Ishikawa et al. 2001). The photoisomerization quantum yield 

measured in n-hexane points to higher values when exciting to the 1(n,π*) 

state (0.40 for trans-to-cis and 0.53 for cis-to-trans) than to the 1(π,π*) state 

(0.12 for trans-to-cis and 0.25 for cis-to-trans) (Bortolus and Monti 1979; 

Siampiringue et al. 1987). This fact can be eventually explained by different 

photoisomerization mechanisms initiated in either 1(n,π*) or 1(π,π*) states. 

 In spite of a large number of experimental and theoretical studies 

which clarified azobenzene excited-state mechanisms (Monti et al. 1982; 

Naegele et al. 1997; Fujino and Tahara 2000; Fujino et al. 2001; Ishikawa et 

al. 2001; Cembran et al. 2004; Ciminelli et al. 2004; Chang et al. 2004; 

Gagliardi et al. 2004; Satzger et al. 2004; Toniolo et al. 2005; Conti et al. 

2008; Pederzoli et al. 2011), few attempts were made in order to determine 
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accurately the ground-state potential energy surface. In a recent work (Klug 

and Burcl 2010) the rotational barriers in azobenzene are calculated by DFT 

methods, connecting transition states and minima by constrained 

optimization, starting from a geometry slightly displaced from the transition 

state geometry along the vibrational eigenvector corresponding to the 

imaginary frequency. In this Thesis, the approach proposed by Klug and 

Burcl was improved, calculating the reaction path by integrating the 

intrinsic reaction coordinate, leading to a minimum energy path description 

of all rotational barriers. The azobenzene ground-state PES, calculated at 

the CAM-B3LYP/6-311+G(d,p) level of theory, is schematically shown by 

energy levels in Figure 6.2. In accordance with previous studies, a transition 

state structure (TStc) was found to be responsible for cis-trans 

isomerization, being characterized by an almost linear N=N‒C1 angle and 

the phenyl ring containing C1 perpendicular to the rest of the molecule. By 

calculating the reaction paths from TStc we found two previously 

unreported saddle points of order higher than two (SPt and SPc). These 

structures are characterized, with respect to TStc, by a sort of translation of 

the perpendicular phenyl ring upwards (SPt) or downwards (SPc) of the N=N 

bond, starting to define which will be the final isomer. By calculating the 

numerical energy gradient vector with different step sizes for 

differentiation (0.01 Å, 0.02 Å, 0.03 Å), we were able to define only one 

reaction path for each SP, pointing down in energy and connecting to a 

transition state which defines the rotational barrier between the two iso-

conformers (TSt for trans and TSc1 for cis). Actually, a second transition state 

was found at slightly lower energy for the cis isomer (TSc2), implying a 

simultaneous rotation of both phenyl rings from the stable cis 

conformation, in order to reach a symmetric transition state with respect to 

the N=N bond. 

 As a result, only 5 kcal·mol-1 (2 or 3 kcal·mol-1) are required to 

overcome rotational barriers for the trans (cis) form, while a considerable 

energy of 41 kcal·mol-1 (26 kcal·mol-1) is needed to undergo a trans-to-cis 

(cis-to-trans) isomerization on the ground-state. 
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Figure 6.2 Scheme of the azobenzene ground-state potential energy surface, including all 

stationary points and the relative energy in kcal·mol
-1

 with respect to the most stable 

isomer. 

 An exhaustive study of the ground-state was considered 

fundamental in order to determine quantitatively which is the minimum 

external force that will cause a mechanically driven isomerization of 

azobenzene, and which is the maximum external force which can be applied 

before a bond is broken or van der Waals contact distance is reached. 

 In this study, the external force was applied to the two carbon 

atoms of the benzene rings in para position with respect to the N=N 

moiety, in order to simulate the usual environment of azobenzene as a 

photoswitch in peptides and proteins. The direction of the applied force is 

therefore the line connecting the two selected atoms. This leads to two 

possible mechanical stresses: elongation and compression. As shown in 

Figure 6.3, on the one hand elongation of the cis isomer or compression of 

the trans isomer will determine the minimum force for mechanical 

isomerization; on the other hand, elongation of the trans isomer or 

compression of the cis isomer will result in a constant increase of energy, 
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leading to the maximum force which can be applied before bond breaking 

or high interatomic repulsion. 

 
 
 
 
 
 
 
 
 
 
 

Figure 6.3 Scheme of compression (blue arrows) and elongation (red arrows) forces applied 

to azobenzene, with consequent response on a simplified ground-state potential energy 

surface. 

 

 A quantitative determination of such minimum and maximum 

forces was performed as follows: starting from the S0 minimum structure, 

the geometry was optimized while constrained at a differently compressed 

or elongated carbon-carbon distance (by steps of 0.2 Ångström, i.e. 0.1 

Ångström per benzene ring), in order to determine the minimum energy 

structures subjected to that externally applied forces. By calculating the 

force for each optimized structure, we can finally determine minimum and 

maximum values for azobenzene. As shown by force-strain curves (Figure 

6.4), the minimum force is 5.41 nN for cis-to-trans and 2.69 nN for trans-to-

cis mechanical isomerization; the maximum force which can be applied 

before reaching the van der Waals contact distance within the cis isomer is 

19.50 nN, and 6.84 nN before bond breaking of the trans isomer. 
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Figure 6.4 Force vs. carbon-carbon strain (L0 corresponds to the equilibrium structure) 

curves for cis (right) and trans (left) azobenzene isomers. Elongation tests (red) and 

compression tests (blue) are shown. 

 

 When looking at elongation and compression tests (Figure 6.4), we 

observe force-strain curves typical of thermoplastic materials, with an 

interesting difference between cis and trans isomer: the force-strain curves 

of the cis isomer reproduce the behaviour of a semicrystalline 

thermoplastic, while the force-strain curves of the trans isomer reproduce 

the behaviour of a glassy (i.e. amorphous) thermoplastic. This could be of 

interest for the design of photoactive materials, especially photoactive 

polymers. Indeed, physical and engineering properties of thermoplastics 

(molding performance, behaviour of the polymer during processing) mainly 

depend on the molecular structure. Especially in case of a glassy 

thermoplastic, characterized by a highly disordered solid state structure, a 

ductile behaviour is expected: the initial nearly-linear portion of the force-

strain curve (corresponding to a stress-strain curve in case of macroscopic 

sample testing) is the elastic region and the slope is the Young's modulus. 

After the yield point, the force decreases because of limited interaction 

forces between the polymer chains (Figure 6.4, left), eventually leading to 

the breaking point. On the other hand in case of a semicrystalline 

thermoplastic, characterized by a much more ordered structure in the solid 

state, a brittle behaviour is expected: the force-strain curve do not show 

any yield point, since the maximum applicable force corresponds to the 

breaking point (Figure 6.4, right). The novelty here is the eventual 

possibility to address specific polymer properties by the characterization of 
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the single monomer, i.e. not requiring a model of the overall (bulk phase) 

polymer. 

 Once established such limits imposed by the current PES, we can try 

to answer to the following question: among the force vectors with a 

module below the defined upper limits, which is the minimum force which 

can be applied to obtain the maximum shift in absorption energy? 

Answering this question, we can set a "photo-response minimum force 

principle", which can be of interest to define spectroscopical properties 

within proteins and, more in general, materials. 

 Especially, we will focus on the construction of analytical PESs, 

where classical molecular dynamics simulations are then performed: the 

PESs of ground and excited-states were built by a quadratic expansion 

centered on cis and trans isomer minimum energy structure, by calculating 

energy gradient and Hessian matrix at the Franck‒Condon geometry, and 

resulting in the analytical expressions (functions of internal coordinates) 

shown previously in eq. 6.6 and 6.7. To validate this method, the actual 

CAM-B3LYP/6-311+G(d,p) ground-state energy was computed for a statistic 

number of geometries (500) which form the calculated trajectory on the 

analytical PES, in order to determine the error committed by applying a 

quadratic approximation: 0.85 ± 0.24 kcal·mol-1 when applying elongation 

forces at 1 nN on the trans isomer. To improve this approach, we are 

actually considering the possibility to build analytical surfaces by 

interpolation of chemically meaningful structures (i.e. energy minima and 

transition states). 

 Classical molecular dynamics simulations were computed on the 

ground-state analytical surface, applying a recently developed methodology 

(Zapata et al. 2012): a canonical ensemble was reproduced by expanding 

the actual Hamiltonian through the Nosé‒Hoover method, which permits to 

include in the Hamiltonian the required degrees of freedom to simulate a 

thermostat (Tuckerman et al. 2001). This results in a canonical distribution 

of the harmonic oscillators that form the potential of the molecular system. 

The equations of motion were integrated by a time reversible integrator, 

applying the Liouville approach through the Trotter factorization (Martyna 

et al. 1996). 

 The following procedure was adopted for calculating the absorption 

spectrum: as first, the lowest and the highest vertical excitation energies 
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recorded during the dynamics determine the width of the spectrum. The 

spectrum is then divided into equal intervals of energy covering the whole 

width, defining the sensitivity of the spectrum. Finally, the vertical 

excitation energy is determined for each geometry of the dynamics, and 

assigned to the correspondent energy interval. Therefore, the absorption 

spectrum results in a histogram of relative intensity as a function of the 

excitation energy. The relative intensity of S0→S1 and S0→S2 vertical 

transitions is obtained by multiplying oscillator strength f times the number 

of geometries corresponding to a defined excitation energy interval. As 

expected, the f values for S0→S1 transitions are lower than for S0→S2, 

resulting in 1(n,π*) and 1(π,π*) transitions, respectively (Table 6-1). 

 

Table 6-1 Oscillator strength (f) values for cis and trans azobenzene isomers at their 

Franck−Condon geometries. Calculations performed by TD-CAM-B3LYP/6-311+G(d,p) level of 

theory. 

Isomer f·10-3 

S0→S1 S0→S2 

Cis 23 140 

Trans 0.01 779 

 Also for excitation energies, as it was done for ground-state 

energies, a comparison between predicted (by our method) and calculated 

absorption energies was performed, resulting in a quantitative remarkable 

agreement: an error of 0.31 ± 0.11 kcal·mol-1 for S0→S1 (0.38 ± 0.19 

kcal·mol-1 for S0→S2) was found when applying elongation forces at 1 nN on 

the trans isomer. 

 Here, we show the absorption spectra resulting from 1 ns 

trajectories (106 integration steps in total) at a temperature of 300 K, 

obtained when applying a set of different elongation forces to trans 

azobenzene (the most stable conformer) spanning from 0.1 nN to 6.8 nN 

(Figure 6.5). The study includes 1(n,π*) and 1(π,π*) electronic transitions 

(S0→S1 and S0→S2, respectively). 
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Figure 6.5 Trans azobenzene absorption spectra when applying different elongation forces. 

The results are shown for S0→S1 (left) and S0→S2 (right) electronic transitions, with two 

different types of graph: relative intensity as function of the energy (up) and an image plot 

where the relative intensity is indicated by colors (increasing from grey, to green, to red) for 

different energies and applied forces (down). 

 

 As shown in Figure 6.5, a force of 0.1 nN does not affect the 

absorption spectrum which, basically, remains the same as for the unbound 

trans azobenzene. Nevertheless, by increasing the elongation force up to 

6.8 nN (which corresponds to the maximum force applicable before bond 

breaking) a modification of the absorption properties is recorded, clearly 

indicating a force induced modulation. Especially, a bathochromic shift of 

ca. 8 kcal·mol-1 is shown for the 1(n,π*) electronic transition (from 65 to 57 

kcal·mol-1), while a hypsochromic shift of ca. 7 kcal mol-1 is shown for the 
1(π,π*) electronic transition (from 96 to 103 kcal·mol-1). 

 The elucidation of different possible effects caused by elongations 

and compression forces on azobenzene constitutes a subject of ongoing 

work. 
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7. Summary and Conclusions 
 

 

 

"I am utterly convinced that Science and Peace  

will triumph over Ignorance and War" 

Louis Pasteur 
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 In this Thesis mechanistic, dynamical and methodological studies 

are presented, in order to introduce novelties within the research area of 

photochemistry and photophysics. Especially, attention has been focused 

on reactions induced by visible and UV light in chemical and biologically 

relevant systems. The studied phenomena can be summarized as follows: 

 Photostability mechanisms within amino acids and proteins have 

been analyzed, including a (Gly)2 minimal system and the solvated 

protein of human γB-crystallin, forming the eye lens. In both cases, 

forward-backward electron coupled proton transfer was found to 

be the most favorable mechanism, in competition with singlet-

singlet Dexter-type energy transfer, allowing population of an 

initially dark optical state. 

 More in general, Dexter-type energy transfer mechanisms between 

a donor and an acceptor molecule have been studied with the aim 

of defining an energy transfer reaction coordinate. Special attention 

has been focused on nonvertical excitation processes studying, as 

example, triplet-triplet energy transfer (TET) when cis-stilbene is an 

acceptor molecule: a geometrical distortion parameter has been 

proposed as a quantitative measurement of the nonvertical 

character, moreover determining the contribution (and therefore 

the importance) of each individual internal coordinate. 

 The substituent effect has been evaluated with respect to the 

excitation energy of a series of S-nitrosothiols, leading to the 

conclusion that modulation of nitric oxide release (through S-

nitrosothiols photoactivation) is possible, and of potential interest 

in the design of specific molecules for phototherapies. 

 

 All studies were performed applying methods belonging to 

theoretical and computational chemistry. More in detail, ab initio 

multiconfigurational methods (CASSCF, CASPT2) were applied for an 

accurate description of electronically excited-states, including the 

characterization of electronic state crossings. When necessary, the effect of 

the environment was included through hybrid quantum mechanics/ 

molecular mechanics modeling.  
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 Different theoretical developments have been proposed: 

 In order to improve the CASPT2//CASSCF methodology, a novel 

method has been developed based on the scaling of the CASSCF 

energy gradient, in order to approximate the CASPT2 energy 

gradient. Especially, the proposed method has been implemented 

for excited-state dynamics, including "on the fly" scaling of the 

CASSCF energy gradient, and applied to describe the 

photoisomerization of a retinal model. 

 A methodology for the quantitative prediction of excitation 

energies for substituted chromophores on the basis of ground-state 

structures has been developed. The formalism introduces the 

concept of "structural substituent excitation energy effect", since it 

can be applied only if the chemical substitution does not affect the 

nature of the electronic excitation, where the substituent effect can 

be understood as a force acting on the chromophore and provoking 

a structural change on it. The proposed methodology has been 

applied to the prediction of the excitation energy to the lowest 

optically bright state of several S-nitrosothiols. 

 A routine to (i) predict the maximum forces applicable to a 

molecular photoswitch, (ii) calculate ground-state dynamics on an 

analytical PES while applying external forces and (iii) determine the 

absorption spectrum has been developed. Its application to 

azobenzene showed the possibility to tune the absorption maxima 

assigned to 1(n,π*) and 1(π,π*) electronic transitions, for both cis 

and trans isomers. 
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8. Resumen y Conclusiones (Spanish Version) 
 

 El proyecto presentado en esta Tesis se basa en la aplicación y 

desarrollo de métodos teóricos y computacionales con el fine de describir la 

fotoquímica y la fotofísica de compuestos moleculares químicos y de 

relevancia biológica. 

 

 En particular, este proyecto puede dividirse en dos secciones: 

 La primera parte incluye la aplicación de métodos ab initio de tipo 

multiconfiguracional para la descripción cualitativa y cuantitativa de 

procesos fotoinducidos de transferencia de energía, electrónica y protónica. 

En este caso, el estudio ha sido orientado hacia moléculas que presentan 

enlaces de hidrógeno, siendo ésta una propiedad característica que 

proporciona (o por lo menos aumenta) la fotoestabilidad frente la radiación 

ultravioleta (UV) en aminoácidos, péptidos y proteínas. 

 La segunda sección surge de las limitaciones encontradas y/o del 

gasto computacional requerido para realizar cálculos de alto nivel de teoría 

en el estado excitado. 

 

 Más detalladamente, se lograron los siguientes objetivos: 

 

i. Aplicación de la metodología CASPT2//CASSCF al estudio de un 

modelo de la conformación giro-β, formado por dos glicinas 

enlazadas a través de un enlace de hidrógeno. Así, se consiguió 

calcular los caminos de mínima energía encontrados a partir de la 

irradiación UV que permiten finalmente, la disipación de la energía 

de excitación como energía vibracional. 

 

ii. Aplicación de la metodología CASPT2//CASSCF/AMBER al estudio 

de mecanismos de fotoestabilidad en la proteína B-cristalina, que 

forma (junto con otras proteínas cristalinas) el cristalino del ojo 

humano. Especialmente, se destaca el papel que puede jugar el 

elemento denominado "Tyrosine corner", una parte seleccionada 

de la cadena proteica que permite un giro de aproximadamente 
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180ᵒ a través de un enlace de hidrógeno entre la cadena principal y 

el grupo lateral de una tirosina. 

 

iii. Propuesta de una definición de coordenada de reacción para 

procesos de transferencia de energía de tipo Dexter (intercambio 

electrónico) entre una molécula dadora y una aceptora, dentro del 

límite de un acoplamiento electrónico débil. El método se aplicó al 

caso, muy debatido, de transferencia de energía triplete-triplete 

no-vertical con el cis-estilbeno como molécula aceptora. 

 

iv. Con el objetivo de superar los límites impuestos por el gradiente de 

la energía CASPT2 de tipo numérico y de mejorar la metodología 

CASPT2//CASSCF, se ha propuesto un esquema de escalamiento del 

gradiente de la energía CASSCF, aplicándolo a modelos del retinal 

(el cromóforo presente en la rodopsina). Finalmente, se 

implementó este método propuesto en un programa para 

dinámicas en el estado excitado. 

 

v. Desarrollo de un método de determinación cuantitativa de la 

energía de excitación de un cromóforo con diferente sustitución, en 

el caso de que la sustitución química afecte al cromóforo sólo a 

nivel estructural y no a la naturaleza electrónica del estado excitado 

considerado. 

 

vi. Aplicación del concepto antes mencionado de efecto sustituyente 

de tipo estructural sobre la energía de excitación a una amplia serie 

de S-nitrosotioles, con el objetivo de predecir sus capacidades de 

liberar óxido nítrico. Los resultados finales sugieren una evidente 

tendencia en favor de una posible modulación del espectro de 

absorción. 

 

vii. Tratamiento de los efectos del entorno sobre un interruptor 

molecular inducido por luz, como fuerzas externas que actúan en 

los dos extremos del cromóforo. En el caso del azobenceno (uno de 

los interruptores moleculares inducidos por luz más empleado), los 

isómeros cis y trans muestran una fotosensibilidad considerable 
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respecto a las fuerzas aplicadas, permitiendo la modulación de la 

longitud de onda del máximo de absorción. 

 

 Los enlaces de hidrogeno resultan ser cruciales en la determinación 

de la conformación y función biológica del ADN y proteínas (Jeffrey and 

Saenger 1991): las bases nitrogenadas del ADN se aparean (adenina-timina, 

citosina-guanina) formando enlaces de hidrogeno (Figura 8.1); en las 

proteínas, los grupos C=O y N–H de la cadena principal pueden formar 

enlaces de hidrogeno (C=O∙∙∙H–N) entre distintos aminoácidos del mismo 

polipéptido (Figura 8.1b) que contribuye de manera determinante al tipo de 

estructura secundaria (hélice-α, β-láminas, etc.) y resultan cruciales en 

procesos tales como la regulación de la actividad enzimática (a través del 

reconocimiento de substratos durante la formación de complejos proteicos 

(Lyon et al. 2002; Pal and Zewail 2004)) o la catálisis de reacciones químicas 

(ej. anhidrasa carbónica (Lu and Voth 1998), serín proteasa (Warshel et al. 

1989), alcohol deshidrogenasa (Sekhar and Plapp 1988)). 

 A parte de la importancia primaria a nivel estructural y funcional, 

los enlaces de hidrogeno se han propuesto como elementos que pueden 

conferir estabilidad a un sistema químico o biológico frente a la exposición 

a la radiación-UV (fotoestabilidad) (Sobolewski et al. 2005). La radiación-UV 

constituye un serio riesgo para distintos sistemas moleculares, causando 

cambios estructurales y conformacionales que pueden implicar la pérdida 

de la función o actividad característica de dicho sistema. Por lo tanto, 

investigar eventuales mecanismos viables de fotoestabilidad en moléculas 

de relevancia biológica es de primaria importancia para (a) mejorar nuestro 

conocimiento de los procesos biológicos y (b) eventualmente, proponer 

modificaciones químicas de aquellas biomoléculas que sufran daños por 

irradiación-UV (ej. el colágeno en la piel o el cristalino en el ojo de los 

mamíferos superiores), con la finalidad de conferirles la capacidad de 

disipar la energía absorbida de manera ultrarrápida. 
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Figura 8.1 Enlaces de hidrógeno entre los pares de bases del ADN (a), y entre cadenas 

polipeptídicas antiparalelas (b). Rn: grupo lateral del n-ésimo aminoácido. 

 

 La viabilidad del mecanismo de transferencia protónica 

fotoinducida ha sido estudiada a través de métodos, teóricos y 

experimentales, en sistemas modelo de las bases del ADN (Frutos et al. 

2007; Zhang et al. 2009). Sin embargo, la elucidación del mismo en 

proteínas (Shemesh et al. 2009) presenta distintos inconvenientes: un 

mismo péptido puede adoptar una conformación tridimensional distinta 

según su entorno biológico además de que el carácter ultrarrápido del 

proceso pone límites de resolución temporal (del orden de femtosegundos, 

10-15 s) a estudios experimentales. Por lo tanto, el uso de métodos de 

química computacional para el estudio de este proceso en un sistema 

proteico modelo permite solventar dichos inconvenientes ofreciendo una 

explicación detallada del mecanismo a nivel molecular. 

 En esta Tesis se aplican métodos pertenecientes a la química 

cuántica y computacional. Más detalladamente, se han elegido métodos ab 

initio multiconfiguracionales para construir superficies de energía potencial 

tanto en el estado electrónico fundamental como en los distintos estados 

electrónicos excitados requeridos para describir la fotoquímica del sistema 

modelo. 

 Si se representa la energía potencial en función de la posición 

relativa r de cada uno de los N átomos que componen el sistema molecular, 

el espacio multidimensional resultante (3N-6 dimensiones) constituye un 

campo de fuerzas a través del cual es posible describir los cambios 

estructurales de las moléculas, la ruptura y la formación de enlaces. 
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 En una reacción fotoquímica convencional, una molécula en el 

estado electrónico fundamental absorbe un fotón, produciéndose la 

transición vertical de Franck−Condon a un estado electrónico excitado. La 

verticalidad de la transición electrónica se debe a la aproximación de 

Born−Oppenheimer, que permite desacoplar el movimiento relativo de 

electrones y núcleos: al ser la masa de los núcleos mucho mayor que la de 

los electrones (un protón es ca. 0,18·104 veces más pesado de un electrón). 

De esta manera, se pueden considerar los núcleos como estáticos con 

respeto a la nube de carga electrónica, cuyo movimiento es mucho más 

rápido. A la absorción fotónica le sigue un proceso de relajación vibracional 

en la superficie de energía potencial (SEP) del estado electrónico excitado, 

hasta alcanzar el nivel vibracional fundamental, es decir, desde el punto de 

vista de las SEP un punto estacionario, donde los gradientes de la energía 

son nulos: la fuerza que actúa sobre cada átomo es cero. Un punto 

estacionario puede corresponder a un mínimo, a un estado de transición o 

a otro punto crítico de orden superior de la SEP, permitiendo así la 

explicación del fenómeno de emisión (Figura 8.2a). Las SEPs involucradas en 

el mecanismo son superficies adiabáticas, en cuanto a que cada punto 

corresponde a una geometría fija del sistema molecular donde el 

movimiento de electrones y núcleos está completamente desacoplado 

(aproximación de Born−Oppenheimer). 

 En el caso de procesos fotoquímicos ultrarrápidos, se ha 

demostrado experimentalmente (a través de espectroscopia de 

femtosegundo), así como teóricamente, que las reacciones implican 

regiones de cruce entre SEPs, donde es posible estudiar el acoplamiento 

entre distintos estados electrónicos. Desde el punto de vista físico, esta 

situación corresponde a una degeneración en energía entre dos (o más) 

SEPs, que se deriva del hecho de que cuando el sistema pasa a través del 

cruce, los electrones no consiguen reorganizarse en una escala de tiempos 

mucho menor respeto a lo que hacen los núcleos. Este hecho hace que la 

aproximación de Born−Oppenheimer no sea válida y que las superficies se 

definan como no-adiabáticas. Se puede demostrar matemáticamente 

(Herzberg and Longuet-Higgins 1963) que el cruce entre dos estados 

electrónicos requiere la existencia, en la región de cruce, de dos 

magnitudes independientes representadas a través de dos vectores: el 

vector diferencia de gradiente (Gradient Difference, GD) que mide la 
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distorsión del sistema en la dirección de mayor variación de la diferencia en 

energía entre los dos estados electrónicos que se cruzan, y el vector de 

acoplamiento entre estados (Derivative Coupling, DC) que mide la 

distorsión del sistema que asegura un máximo acoplamiento entre los 

estados electrónicos involucrados. GD y DC definen un plano de 

intersección (branching plane) de tal manera que cualquier distorsión del 

sistema en este plano hace desaparecer la condición de degeneración 

energética. Por el contrario, en el restante hiperespacio de dimensión 3N-8, 

cualquier movimiento queda contenido dentro de la región de cruce, 

manteniéndose la degeneración. La ecuación resultante que expresa la 

topología de las superficies de energía potencial en función de GD y DC 

tiene forma de doble cono (Figura 8.2b), y por tanto el punto de cruce se 

conoce como intersección cónica (Conical Intersection, CI). 

 

 

 

 

 

 

 

 

 

 

 

 
Figura 8.2 (a) Mecanismo de excitación del estado electrónico fundamental S0 al estado 

electrónico excitado S1 y sucesiva emisión (S1→S0), explicado a través de superficies de 

energía potencial adiabáticas. (b) Esquema de una reacción fotoquímica ultrarrápida: a la 

absorción S0→S1 le sigue la relajación vibracional del sistema hasta encontrar una 

intersección cónica, que permite volver a S0 formando los productos de reacción o regresar 

hacia los reactivos. Los vectores GD y DC caracterizan el espacio de cruce. 

 

 Entre los métodos ab initio, se ha elegido la metodología 

multiconfiguracional CASPT2//CASSCF. La función de onda multielectrónica 

CASSCF (Complete Active-Space Self-Consistent Field) es de tipo 

multiconfiguracional ya que se define como la combinación lineal de 

distintas configuraciones electrónicas. La función incluye todas las posibles 

excitaciones electrónicas dentro del espacio activo seleccionado, que 
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contiene los electrones y orbitales moleculares de interés químico para el 

sistema en estudio. Fuera del espacio activo, los orbitales inactivos 

permanecen doblemente ocupados y los secundarios (o virtuales) 

desocupados. La función de onda CASSCF así calculada, constituye la 

referencia de la función de onda CASPT2 (Complete Active-Space 

Perturbation-Theory to the second order) que incluye la correlación 

electrónica dinámica, permitiendo obtener energías de excitación de 

carácter cuantitativo. 

 La metodología CASPT2//CASSCF (Andersson et al. 1990) consiste 

en calcular los caminos de mínima energía y caracterizar los espacios de 

cruce a nivel CASSCF, corrigiendo el valor de la energía de geometrías clave 

de los mecanismos encontrados a nivel CASPT2. En esta tesis se han usado 

los programas Gaussian 03, Gaussian 09 (Frisch et al. 2004), MOLCAS-6 y 

MOLCAS-7 (Aquilante et al. 2010). 

 A través de la metodología CASPT2//CASSCF se han estudiado las 

propiedades fotoquímicas y fotofísicas del péptido (Gly)3 con una 

conformación de giro-β, el cual es un elemento estructural de interés en la 

estabilización de hojas-β antiparalelas. La estructura optimizada del 

tripéptido se ha considerado como referencia para reducir el tamaño del 

sistema molecular, con el fin de hacer asequible computacionalmente el 

estudio del sistema con la metodología descrita: se ha eliminado la glicina 

central del tripéptido, que no participa en el enlace de hidrogeno (Figura 

8.3), y se ha substituido con una serie de restricciones que reproducen los 

cambios conformacionales del tripéptido. La estructura final, optimizada en 

el estado fundamental, permanece en conformación giro-β, como 

demuestra el puente de hidrogeno entre las glicinas A y B (Marazzi et al. 

2010; Marazzi et al. 2011). 
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Figura 8.3 Sistema modelo en el estado electrónico fundamental. La posición relativa de los 

grupos metilos C1 y C2 está sometida a restricciones para reproducir la conformación giro-β a 

través de las glicinas A y B. 

 

 Para una descripción exhaustiva de los estados electrónicos 

excitados en el modelo propuesto, se ha elegido un espacio activo de 12 

electrones en 8 orbitales moleculares, incluyendo de esta manera los 

estados de naturaleza ,* y n,*. 

 Un posible proceso fotofísico que puede tener lugar es la 

transferencia de energía entre las dos glicinas, que se verifica si dos estados 

excitados, pertenecientes cada uno a una glicina, se cruzan con un 

acoplamiento electrónico significativo. El camino de mínima energía, 

después de la excitación, en el estado excitado 1(,*)A indica una 

relajación vibracional hasta alcanzar un cruce con el estado 1(n,*)B (Figura 

8.4). La estructura correspondiente al cruce revela cómo ambas glicinas 

tienden a distorsionar sus geometrías con respecto al estado fundamental: 

en la glicina A, el carbono del enlace peptídico piramidaliza, reorientando el 

grupo C=O con respecto al grupo N–H de la glicina B, la cual se distorsiona 

de manera complementaria para favorecer el alineamiento del enlace O···H. 

Como indican los vectores GD y DC, que son paralelos (resultando en un 

espacio de cruce unidimensional), el mecanismo implica el acoplamiento de 

los modos de estiramiento de los grupos C=O, permitiendo la transferencia 

de energía de la glicina A a la B. A nivel electrónico, el proceso comporta 

una migración de energía desde el estado 1(,*)A, inicialmente poblado a 
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través de una transición vertical (absorción), al estado 1(n,*)B. Después de 

la transferencia de energía, el sistema puede regresar a su geometría inicial 

(Franck−Condon). 

 No obstante el acoplamiento entre los estados 1(,*)A y 1(n,*)B no 

es despreciable, el módulo del vector GD resulta ca. 10 veces mayor que el 

módulo del vector DC, indicando que la mayoría de los paquetes de onda 

que pasen por el cruce deberían mantenerse en el estado 1(,*)A, hasta 

alcanzar un punto de mínimo de la SEP (Figura 8.4). 

 

 

 

 

 

 

 

 

 

 

 

 
Figura 8.4 Mecanismo de transferencia de energía desde la glicina A a la B a través de un 

cruce entre las SEPs correspondientes a los estados singlete S3 y S2. 

 

 2 kcal·mol-1 por encima en energía del mínimo en el estado 1(,*)A, 

se ha localizado un cruce entre 1(,*)A y un estado de transferencia de 

carga, 1(B→A*). El punto de cruce, donde los vectores GD y DC son 

paralelos, actúa como un estado de transición accesible entre los estados 
1(,*)A y 1(B→A*), permitiendo la transferencia de un electrón desde la 

glicina B a la A, generando así una separación de carga entre los dos 

aminoácidos. Para compensar la separación de carga, el protón de la glicina 

B se desplaza hacia el oxígeno de la glicina A, rompiendo simultáneamente 

el enlace con el nitrógeno de la glicina B. 

 El proceso de relajación vibracional en el estado de transferencia de 

carga conduce a una primera intersección cónica con el estado ópticamente 

oscuro 1(n,*)A (de acoplamiento prácticamente nulo), y una segunda 

intersección cónica con el estado fundamental, que permite al sistema 
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volver a la geometría inicial: un electrón se transfiere desde la glicina A a la 

B al pasar del estado 1(πB→πA*) al estado fundamental y, durante la 

relajación final hacia la geometría inicial, el protón sigue al electrón 

restableciendo el puente de hidrogeno C=O···H–N. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figura 8.5 Mecanismo de transferencia protónica fotoinducida: transición vertical del estado 

fundamental (RC=O···H-NR) a un estado localmente excitado; cruce evitado entre el estado 

localmente excitado y un estado de transferencia de carga (R
-
C=O···H

+
-NR); relajación 

vibracional e intersección cónica con el estado fundamental (RC-OH
+
···NR

-
): el sistema puede 

volver a la región de Franck-Condon directamente o a través de un mínimo en el estado de 

transferencia de carga (RC-OH···NR), mediante un exceso vibracional. 

 

 En conclusión, dos mecanismos fotoinducidos son de potencial 

interés para conferir fotoestabilidad-UV a aminoácidos que presentan 

enlaces de hidrógeno: la transferencia protónica, que si está acoplada a la 

transferencia de carga da lugar a una transferencia (por pasos) de 

hidrógeno (Figuras 8.5, 8.6), y la transferencia de energía (Figura 8.4). 

Gracias al cálculo de los caminos de mínima energía y de la caracterización 

de los puntos de cruce entre estados electrónicos a nivel CASPT2//CASSCF, 

es posible concluir que los mecanismos propuestos tienen carácter 

ultrarrápido. 
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Figura 8.6 Mecanismo propuesto de transferencia protónica fotoinducida mediada por 

transferencia de carga (electrón). 

 

 El efecto de la radiación UV se ha estudiado también en un entorno 

proteico: el elemento "Tyrosine corner" ha sido propuesto como esencial 

para aumentar la fotoestabilidad de la proteína B-cristalina, presente en el 

ojo humano (Marazzi et al. 2012). Más detalladamente, se estudiaron 

distintos procesos ultrarrápidos a través de métodos ab initio 

multiconfiguracionales acoplados con mecánica molecular (nivel de teoría 

CASPT2//CASSCF/AMBER): transferencia de energía singlete-singlete 

fotoinducida, transferencia electrónica y protónica fotoinducida, así como 

población y evolución de los estados triplete. Los caminos de mínima 

energía indican, como en el caso del sistema formado por dos glicinas, dos 

posibles eventos inducidos por irradiación UV: transferencia electrónica 

acoplada a transferencia protónica, proporcionando un mecanismo de 

conversión interna ultrarrápida, y transferencia de energía, que conduce a 

posible fluorescencia y fosforescencia. Los resultados obtenidos están de 

acuerdo con los datos experimentales disponibles, considerando los 

distintos posibles entornos de la tirosina dentro de la B-cristalina. 

 

 Para un estudio mecanístico de la transferencia de energía, se ha 

propuesto una definición de coordenada de reacción para la transferencia 

de energía triplete-triplete, dentro del límite de un acoplamiento 

electrónico débil. Además, ha sido desarrollado el formalismo teórico para 

su evaluación cuantitativa en función de las coordenadas internas del 

sistema, junto con un protocolo para establecer cómo cada coordenada 

molecular controla el proceso de transferencia. El formalismo presentado 

permite la separación de las contribuciones del dador y del aceptor para 

formar la coordenada de reacción, permitiendo la identificación del papel 
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intrínseco atribuido a cada molécula en el proceso de transferencia de 

energía triplete. 

 Este formalismo puede ser aplicado a la transferencia de energía 

triplete tanto de tipo clásico como no-vertical, así como a cualquier 

reacción de transferencia de energía mediada por un mecanismo de 

intercambio electrónico. 

 Se ha ilustrado la utilidad de este novedoso formalismo para el 

análisis de uno de los casos conflictivos más conocidos de transferencia de 

energía triplete-triplete no-vertical, que involucra el cis-estilbeno como 

molécula aceptora, permitiendo la determinación del aporte de cada 

coordenada interna en dicho proceso de transferencia de energía. 

 

 Teniendo en cuenta las ventajas y los límites de la metodología 

CASPT2//CASSCF, se ha desarrollado un nuevo método para realizar 

dinámicas moleculares en el estado excitado, a través del escalamiento 

local del vector fuerza CASSCF, con el objetivo de generar un vector fuerza 

pseudo-CASPT2 a un coste computacional razonable, por lo tanto 

incluyendo los efectos debidos a la teoría de perturbación de segundo 

orden aplicada a una función de onda multiconfiguracional. 

 Para probar la validez y los límites del método propuesto, se ha 

seleccionado un modelo mínimo del retinal (2-cis-α-Me-C5H6NH2
+) 

destacando, al mismo tiempo, diferencias y similitudes entre la descripción 

CASSCF y CASPT2 del mecanismo de isomerización cis-trans que conduce a 

una intersección cónica entre el estado excitado y el fundamental. 

 Los resultados demuestran que el método desarrollado es capaz de 

reproducir con éxito el proceso inicial de relajación vibracional que sigue a 

la absorción de un fotón en el estado excitado, siendo este el proceso 

donde la descripción CASSCF difiere más de la descripción CASPT2. 

 Además, se ha aplicado el método desarrollado a un modelo del 

retinal pre-torsionado, para analizar su conducta en el caso de que la 

fotoisomerización cis-trans sea inducida por un entrono externo (como en 

la rodopsina), siendo capaz de describir correctamente la región de 

intersección que permite la población del estado fundamental. 

 

 En general, el efecto sustituyente influye en el proceso de absorción 

de un cromóforo dado. En esta Tesis, se ha desarrollado una metodología 
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para predecir la energía de excitación de cromóforos sustituidos, 

considerando solo sus estructuras en el estado fundamental. El formalismo 

introduce el concepto de efecto sustituyente de tipo estructural sobre la 

energía de excitación, permitiendo alcanzar una predicción racional y una 

cuantificación del efecto sustituyente en el proceso de excitación de un 

cromóforo a un estado electrónico determinado. Este efecto cuantifica 

exclusivamente la variación en energía de excitación debida a cambios 

estructurales del cromóforo inducidos por el grupo sustituyente. Por lo 

tanto, es posible predecir desplazamientos batocrómicos e hipsocrómicos 

de cromóforos sustituidos, teniendo en cuenta las SEPs de los estados 

fundamental y excitado de un cromóforo de referencia no-sustituido, junto 

con la estructura de mínima energía en el estado fundamental del 

cromóforo sustituido. 

 Es posible aplicar el formalismo desarrollado siempre y cuando la 

sustitución química no afecte a la naturaleza de la excitación electrónica. En 

este caso, se puede interpretar el efecto sustituyente como una fuerza que 

actúa sobre el cromóforo y que provoca un cambio estructural del mismo. 

Por lo tanto, este formalismo proporciona un instrumento útil para la 

determinación cualitativa y cuantitativa de la energía de excitación de un 

cromóforo sustituido, así como el análisis y determinación de los cambios 

estructurales que la afectan. 

 Se ha aplicado la metodología propuesta para predecir la energía de 

excitación al primer estado ópticamente brillante de distintos S-

nitrosotioles, usando las SEPs del metil-S-nitrosotiol como cromóforo de 

referencia no-sustituido (Fernandez-Gonzalez et al. 2012). Para esta familia 

de compuestos, ha sido también estudiada su fotoquímica y fotofísica, a 

través de métodos computacionales, por su importante característica de 

modulación de la energía de excitación (Marazzi et al. 2012). 

 Más detalladamente, se ha estudiado a nivel CASPT2 el mecanismo 

de ruptura inducida por luz del modelo metil-S-nitrosotiol (CH3SNO) para 

liberar CH3S· y ·NO, resultando ser un proceso energéticamente favorable 

(sin barreras) en tres distintos casos: irradiando en la región visible (S1), 

irradiando en la región UV (S2) y para una reacción activada por 

fotosensibilizadores (T1). 

 La energía de absorción requerida para iniciar el proceso de ruptura 

ha sido calculada a nivel CASPT2 y B3P86 (TD-DFT), mostrando la posibilidad 
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de modular el proceso de liberación de NO en función del sustituyente R. En 

concreto, se han obtenido correlaciones aceptables entre las longitudes de 

onda pertenecientes a las transiciones 1(n,*) y 1(,*) de más baja energía 

de los aril-S-nitrosotioles y las correspondientes constantes de Hammett de 

los sustituyentes. 

 

 Otro tema de estudio dentro de la modulación de la longitud de 

onda para iniciar procesos fotoinducidos es el efecto del entorno. 

Especialmente, en el caso de que se desee estudiar las propiedades de un 

interruptor molecular inducido por luz, los efectos del entorno son 

determinantes ya que el mismo interruptor en disolución o dentro de una 

proteína puede tener distintas propiedades fotoquímicas y fotofísicas, que 

modifiquen su aplicabilidad. Por lo tanto, si estamos planeando predecir el 

intervalo de aplicabilidad de un interruptor dado, la simulación de los 

efectos del entorno es una prioridad. 

 Por último, en esta Tesis, se propone la aplicación de un par de 

fuerzas en los dos extremos de un cromóforo, simulando el caso en el cual, 

por ejemplo, el cromóforo ha sido introducido en un péptido o proteína a 

través de la formación de enlaces covalentes. El límite de la metodología 

que se presenta es no tener en cuenta eventuales efectos electrónicos o 

estéricos causados por el medio. Sin embargo, esta metodología es capaz 

de describir el comportamiento de un interruptor molecular bajo estrés 

mecánico, permitiendo la identificación de los limites para una eventual 

isomerización mecánica y además, proporcionando una herramienta para 

monitorear eventuales cambios en la energía de absorción. 

 La herramienta desarrollada se aplicó al azobenceno, uno de los 

interruptores inducidos por luz de uso más común en bioquímica, 

demostrando que las fuerzas externas aplicadas pueden modular 

considerablemente el espectro de absorción tanto del isómero cis como del 

trans, para las transiciones verticales S0→S1 y S0→S2. Los resultados 

obtenidos, junto con la posibilidad de caracterizar las propiedades 

mecánicas de los dos isómeros a través del cálculo de la fuerza aplicada por 

cada intervalo en compresión y elongación, podrían ser de gran utilidad 

para diseñar materiales que posea respuestas morfológicas tanto al irradiar 

con distintas longitudes de onda como al aplicar distintas fuerzas 

mecánicas.
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