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In this paper, we propose a novel approach for the optimal identification of correlated segments in noisy 
correlation matrices. The proposed model is known as CoSeNet (Correlation Segmentation Network) and is based 
on a four-layer algorithmic architecture that includes several processing layers: input, formatting, re-scaling, and 
segmentation layer. The proposed model can effectively identify correlated segments in such matrices, better 
than previous approaches for similar problems. Internally, the proposed model utilizes an overlapping technique 
and uses pre-trained Machine Learning (ML) algorithms, which makes it robust and generalizable. CoSeNet 
approach also includes a method that optimizes the parameters of the re-scaling layer using a heuristic algorithm 
and fitness based on a Window Difference-based metric. The output of the model is a binary noise-free matrix 
representing optimal segmentation as well as its segmentation points and can be used in a variety of applications, 
obtaining compromise solutions between efficiency, memory, and speed of the proposed deployment model.
1. Introduction

In today’s world, an immense amount of data is processed every 
day. In many applications, it is crucial to identify relationships be-
tween different elements and group them accordingly [1]. In many 
cases, these relationships are indicated by a correlation function [2,3], 
which measures how correlated two elements are, based on one or more 
characteristics or metrics. By applying a correlation function to every 
combination of elements, it is possible to generate a square correlation 
matrix with a length equal to the number of elements being processed. 
However, noisy correlation matrices may be produced if the correla-
tion function is not efficient enough, or if the elements do not contain 
enough information about the characteristic that links them. Thus, the 
problem of segmentation of correlation matrices consists of, giving a 
series of elements in a correlation matrix, belonging to one or more 
groups and spatially ordered, and given a function capable of obtaining 
a value (metric) from the relationship among these elements, we seek 
to obtain (or identify) the points that correctly separate these groups.

The detection of correlated segments in noisy correlation matrices 
is an important problem, closely related to the well-known subspace 
clustering problem [4,5], that appears in different fields, mainly as-
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sociated with the discovery of underlying patterns and relationships 
in complex data sets. This problem has been massively treated in im-
age processing [6,7], in Natural Language Processing [8], and in many 
other research fields. In Finance, for instance, correlation matrix seg-
mentation is used to analyze clusters for financial data [9], which can 
be useful for portfolio diversification, risk management, and asset corre-
lation [10,11]. In Biology, the segmentation of correlation matrices has 
been used to identify co-regulated genes and infer cis-regulatory mod-
ules [12], which can provide insight into gene function and regulation 
[13], and also in biomedical applications with a signal processing com-
ponent, such as human vessel segmentation [6] or heart sounds analysis 
[14]. Moreover, in Physics, correlation matrix segmentation has been 
used to identify communities or groups of interacting particles in com-
plex systems, such as social networks and biological networks [15]. This 
can provide insight into the underlying structure and dynamics of these 
systems. In Climate science, correlation matrix segmentation has been 
used to identify patterns in climate time series data, such as El Niño-
Southern Oscillation (ENSO) and the North Atlantic Oscillation (NAO) 
[16], which can be used to improve climate predictions and understand 
the dynamics of the Earth’s climate system.
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Previous works have addressed this problem using different classi-
cal techniques such as clustering algorithms [17–19], statistical models 
[20,21] or graph-based algorithms [22]. However, many of these meth-
ods have limitations when dealing with highly noisy and imperfect 
correlation functions. More recently, several studies have introduced 
specific variations of the classical algorithms, which work better in 
these cases of noisy correlation, for example, Correlation Clustering [23], 
Community Detection (CD) techniques [24] (based on graph algorithms 
and graph analysis techniques), and Deep Clustering techniques [25]. 
More recent approaches revisited Hierarchical Clustering approaches 
[26] and Modularity maximization (MM) [27], with good results in the 
detection of correlated segments in noisy correlation matrices.

In this study, we propose a novel approach for the optimal segmen-
tation of correlation matrices, based on a complete sequential multi-
algorithm architecture that involves different processing levels, each 
implementing several methods. Specifically, the proposed approach 
consists of three layers, which can be grouped into three categories. The 
first level consists of different procedures essential to optimally prepare 
the input data. The second level, Metaheuristic, adapts the input and out-
put data using classical algorithms. Finally, the third level is formed by 
different Machine Learning (ML) algorithms able to accurately identify 
the boundaries in the provided correlation matrix. Thus, the proposed 
multi-algorithm architecture can process square correlation matrices 
of any scale and size, using a ML model capable of identifying cor-
related segments with high performance, even for highly noisy data. 
The proposed approach can adapt any matrix, regardless of its size, 
to the ML model with excellent performance. The proposed approach 
also runs faster on general-purpose processors, making it a more prac-
tical solution for real-world applications. Note that, unlike the rest of 
the algorithms in the state of the art, the proposed architecture imple-
ments simple ML algorithms together with heuristic and other methods. 
The main difference with the previous approach is that our method can 
accurately solve the problem with these simple ML algorithms, so the 
error rate, execution speed, and memory size improve with respect to 
alternative (heavier) algorithms. Additionally, the architecture employs 
a heuristic to perform custom fine-tuning of the algorithm’s parameters.

The algorithm’s performance has been assessed over a highly nonlin-
ear and noisy database. The problem proposed in the comparative is a 
problem of text segmentation by topics. We obtain random articles from 
Wikipedia, concatenate them, and divide them into sentences. With a 
Language Model (BERT [28]) we generate a sentence similarity coeffi-
cient, used as correlation value, and correlation matrices are generated 
with these values sentence by sentence. The effectiveness in identifying 
correlated group segmentation and its superiority to some state-of-the-
art algorithms such as unsupervised, Community Detection, and Deep 
Clustering have been tested, reaching improvements of 6% - 22% in 
terms of performance. The proposed approach aims to propose a unified 
solution to the problem, with the possibility of performing fine-tuning 
with a few samples from the database. We have also included a GitHub 
repository containing the source code and all the experiments in this 
article, as well as a PyPi package for Python versions higher than 3.8 
that can automatically perform matrix segmentation using the proposed 
model.

The remainder of the paper has been structured as follows: the next 
section presents the proposed approach for correlation matrices seg-
mentation, following a sequential order according to its different layers. 
Within the approach, different ML techniques have been implemented 
as final prediction models. Section 3, discusses what is the best ML 
model for prediction following a comparison of several pre-trained ML 
models to a synthetic database. In this section, we also provide de-
tails on the databases used and a brief explanation of the candidate 
ML algorithms. Section 4 shows the results obtained by the proposed 
optimized model for a real problem database, comparing the results ob-
tained with those by different state-of-the-art algorithms addressing the 
same problem. Finally, Section 5 closes the paper with some conclusions 
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and remarks on the research carried out.
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Fig. 1. Proposed multi-algorithm architecture with the description of each level, 
for optimal noisy matrices segmentation.

2. CoSeNet: proposed multi-algorithm architecture

This work aims to present a generalized architecture (CoSeNet) able 
to detect groups of correlated information in matrices (therefore per-
forming a matrix segmentation), with application in a broad class of 
different problems, including noisy situations where grouping is diffi-
cult to obtain. Thus, the model’s input is the information regarding the 
relationship among the elements in a given problem, so a correlation 
matrix (or any information that can be transformed into that) will be 
used. The model’s output is, of course, the segmentation performed.

The proposed CoSeNet approach consists of three processing levels, 
each formed by an input and an output layer, except for the last level, 
which only presents one layer (see Fig. 1).

Level 1 provides generality to the model in terms of the input’s 
matrix size. That is, the CoSeNet model needs to segment correlation 
matrices independently of their size, as algorithms used for segmenta-
tion cannot always work with variable sizes. Therefore, Level 1, Layer 
1 (input layer) receives a noisy correlation matrix of a given size and 
splits and pads it into sub-matrices, if necessary, preparing it for fur-
ther processing. Therefore, it provides generality to the model in terms 
of the input’s matrix size. Then, Level 2, Layer 2 provides generality 
to the model in terms of the input’s scale (range values). That is, the 
CoSeNet model needs to be independent of the use case, and each cor-
relation problem may be provided on a different scale. For this purpose, 
metaheuristic approaches are used both in the input and output layers 
to solve this challenge. Finally, Level 3 performs the segmentation. As 
there are many different Machine Learning approaches in the literature 
for this purpose, the model can operate with many of these: CoSeNet 
offers generality by providing a pre-trained model based on the use of a 
synthetic database, that incorporates different noisy situations, used to 
identify the boundaries of each group, yielding to the final segmenta-
tion. Therefore, the user does not have to pre-train the chosen model for 
the specific problem but can tune parameters to adapt the model to the 
specific problem requirements. The output layers are devoted to provid-
ing a noise-free segmented matrix and its corresponding segmentation 
vector (that indicates the predicted segmentation points) both matching 
the original input matrix. Subsection 2.1 explains the input correlation 
matrix specifications as well as the output segmentation vector. Subsec-

tions 2.2 to 2.4 explain in detail all the levels of the CoSeNet model.
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Fig. 2. Example of correlation matrices (in black and red colors) and their asso-
ciated segmentation (in black and green, with a green cell at the starting of each 
segment); (a) Almost noise-free matrix with two strongly correlated segments; 
(b) Noisy matrix with three correlated segments.

2.1. Input data, problem encoding and output data

CoSeNet approach receives as input a normalized correlation matrix 
(see the left side of Fig. 1). We assume that the correlation function 
is symmetric and square, meaning that the correlation of one element 
with another is reciprocal and yields the same value if the positions of 
the elements in the arguments of the function are interchanged.

Three key parameters define this matrix. First, the size of the in-
put matrix is not previously set (CoSeNet generalizes all possible input 
problems), but it has to be square. Second, the scale of values in the cor-
relation matrices varies depending on the correlation function used for 
the problem at hand. For instance, a high ratio between two elements 
for one correlation function problem may be a value bigger than 0.3 (in 
the range [0.0-1.0]), while another correlation function may identify a 
high correlation with a value of 0.9 and low correlation with 0.3 (us-
ing the same range [0.0 - 1.0]). Thus, having to generalize the use of 
different correlation functions is a challenge that has to be solved. Fi-
nally, the number of correlated segments that need to be obtained from 
the matrices is unknown and may vary from one problem to another. 
However, in the problem’s context, these matrices must have an implicit 
spatial correlation. That is, they are spatially ordered.

The input matrix will be referred to as 𝐑𝑖𝑛, and the original size of 
the input matrix is denoted as 𝑀𝑖𝑛. Also, we will refer to the scale of the 
correlation function as scale 𝐴 = 𝑠𝑐𝑙(𝐑𝑖𝑛), where the function 𝑠𝑐𝑙 refers 
to the input’s scale value.

In the context of the problem, we need to adapt the input matrices 
to a set size because the segmentation algorithms used at the architec-
ture’s last level may only process arrays of a fixed size. For instance, the 
majority of ML models cannot work with variable input sizes: a Neu-
ral Network cannot vary the size of input neurons, or a linear regressor 
cannot vary the number of input dimensions. However, our system must 
globally be able to process matrices of different sizes. Therefore, we re-
fer to the segmentation algorithms’ set size as the “throughput” (𝑇 ) of 
the system, which is a crucial parameter for the whole approach (with-
out loss of generality, in this work we have considered 𝑇 even).

Fig. 2 illustrates an example of a correlation matrix (normalized 
in the range [0, 1]) and its segmentation into a previously unknown 
number of groups. The first eight rows by eight columns represent the 
correlation matrix itself (red color represents a high correlation value 
and black color represents a low correlation value), while the bottom 
row presents the segmentation (the green cell corresponds to the be-
ginning of each segment). Fig. 2a presents an example of a correlation 
matrix that contains two distinct groups of highly correlated elements, 
where the red color represents the value of the correlation function in 
the matrix, the brighter it is, the larger the relationship between the 
elements. The first group consists of elements 0 to 3, and the second 
group consists of elements 4 to 7. In this case, the correlation function 
3

is well-defined, and there is a small amount of noise in the matrix. How-
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ever, Fig. 2b shows an example where the correlation between elements 
is not as clear. In this case, there are three groups (elements 1 to 3, 4 to 
5, and 6 to 8), and there is noise in the matrix (the boundaries between 
two different groups are not clear).

In this work, for a correlation matrix of size 𝑀𝑖𝑛 ×𝑀𝑖𝑛, the output 
segmentation vector (𝐬𝑜𝑢𝑡) is a binary vector of size 1 ×𝑀𝑖𝑛.

In this output binary vector, a value of 0 indicates that the cor-
responding index does not correspond to the start of a new group of 
elements, while a value of 1 indicates that a new group of elements be-
gins at that index. Since the number of groups is previously unknown, 
it is important to highlight that this number is determined by the seg-
mentation algorithms. Therefore, this is a regression problem for the 
third-level algorithms, since the algorithms must estimate the segmen-
tation vector which will be denoted as 𝐬𝐢.

2.2. Level 1, layer 1: Formatting the input data

The Formatting Layer is a Level 1 layer (See Fig. 1) located at the 
input (see the left side of Fig. 3). Its principal purpose is to split the in-
put matrix into a given number of sub-matrices, to provide generality to 
the proposed model. This is needed due to two facts: 1) different appli-
cations are defined by different sized inputs, and 2) different Machine 
Learning solutions (explained in Level 3, Subsection 2.4) can be applied 
to solve the segmentation prediction, and each one of them may need 
a specific or fixed size. Therefore, the Formatting Layer receives an in-
put matrix of size 𝑀𝑖𝑛 and divides it into 𝑉 sub-matrices of size 𝑇 . Note 
that 𝑉 depends on the matrix’s input size and the throughput 𝑇 .

This splitting process is achieved with a technique we denote as 
“Window Overlapping Copy on the Diagonal (WOCD)”. To perform this 
technique, it is necessary that the original size of the input matrix 𝑀𝑖𝑛

is divisible by 𝑇∕2. Since this only happens in exceptional cases, a pro-
cess to expand the input matrix to size 𝑀0 (𝑀0 ≥ 𝑀𝑖𝑛) is needed. The 
procedure used to expand this matrix is denoted as “Identity Padding” 
(IP), and consists of extending the original input matrix until its size 𝑀0
is divisible by 𝑇∕2 and filling it with zeros, except for the main diagonal, 
were it is filled with 1 (as if it was the identity matrix). Once the padded 
matrix has been expanded, we split it using the WOCD technique.

The WOCD method involves copying sub-matrices of size 𝑇 ×𝑇 every 
𝑇∕2 elements onto the main diagonal 𝑉 times (note that 𝑉 is the number 
of sub-matrices present). Although it would be possible to copy the sub-
matrices every 𝑇 elements, it is necessary to overlap them to ensure 
that the segmentation at the boundaries of each matrix is optimally 
reconstructed (that is, to provide context information). Fig. 4 illustrates 
this overlap, which is critical, as the points where the segmentation 
is more likely to fail are those corresponding to the edges of the sub-
matrices, while the easiest points to predict are in the center.

It is important to consider the relationship between the model’s 
throughput and the input matrices and the estimated size of the ele-
ment groups. If the number of elements in a group is larger than the 
throughput, it is still acceptable and the proposed architecture will be 
able to perform the segmentation. Nevertheless, if the throughput size 
is too unbalanced, the system’s performance may decrease slightly.

The number of matrices and the outgoing length of the input matrix 
resulting from applying WOCD on the input matrix with IP is given by 
Equation (1):

𝑉 =

{ ⌈
2⋅𝑀𝑖𝑛

𝑇

⌉
− 1, for 𝑀𝑖𝑛 ≥ 𝑇

1, for 𝑀𝑖𝑛 < 𝑇

𝑀0 =
𝑇 ⋅ (𝑉 + 1)

2

(1)

Once the WOCD is performed on the expanded matrix, the result-
ing matrices are serialized, ordered, and handed to the next layer. The 

original size 𝑀𝑖𝑛 of the input matrix is stored for later reconstruction.
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Fig. 3. Classical processes involved in the model’s first level (Level 1). Formatting Layer (left side, Layer 1) and Reconstruction Layer (right side, Layer 2).
2.3. Level 2, Layer 1: Scaling layer

The scaling layer is a Level 2 layer (see Fig. 1), and its main pur-
pose is to prepare different problems’ matrices to fit into a unique scale, 
to provide generality to the proposed CoSeNet model. Note that this 
process can be indistinctly addressed before or after dividing the initial 
matrix into sub-matrices, that is Level 1, Layer 1, and Level 2, Layer 1 
can be interchanged. Without loss of generality, in this work, we pro-
pose fixing the scaling problem at the sub-matrix level of the system 
(Level 2, Layer 1).

Fig. 5 shows the model’s second level. On the left side, a schematic 
representation of Level 2, Layer 1 (responsible for addressing the scaling 
problem) is presented.

The scaling problem is needed as the ML model used in Level 3 is 
designed on a given scale (referred to as scale B) between two values 
(typically 0-1). When values of the correlation matrix used in the spe-
cific problem are provided on a different scale (referred to as scale A), 
segmentation errors may occur, since the ML model has been built to 
consider scale B. The scaling problem is an important challenge asso-
ciated with the correlation function used to generate the matrix and is 
highly dependent on the specific problem at hand.

Thus, to generalize the model, a re-scaling function composed of 
several terms has been considered in this work, as different re-scaling 
functions may be optimum for different problems. In all cases, param-
eters determining each one’s weight for the specific problem at hand 
have to be discovered.

Let us define a re-scaling function 𝑓𝑠𝑐𝑎𝑙𝑒(𝐑, 𝝆) defined to transform 
the values of the input matrix 𝐑 to a new scale �̂�. The re-scaling function 
parameters are represented by 𝝆.

To determine the parameters that best fit the problem, we imple-
4

ment an evolutionary algorithm. Thus, we reserve a small amount 
of the data as validation data and it is used only to optimize these 
parameters. Take into account that we seek to minimize the differ-
ence in scales argmin

𝝆
{�̂� − 𝐵} or maximize the system’s performance 

argmin
𝝆

{MSE(�̂�𝑜𝑢𝑡, 𝐬𝑜𝑢𝑡)} (where MSE is the Mean Squared Error) given a 
prediction model in Level 3.

In this work, we suggest the use of Equation (2) as a re-scaling func-
tion to produce �̂�.

𝑓𝑠𝑐𝑎𝑙𝑒(𝐑,𝐴,𝐵, 𝛼) =𝑤𝐴 +𝑤𝐵 +𝑤0

𝑤𝐴 =𝐴 ⋅ 𝑟

𝑤𝐵 =𝐵 ⋅
(

1
1 + 𝑒𝛼(25−50𝑟)

)
𝑤0 =

( 1 −𝐴−𝐵
2

)
Constraints ∶ 0 ≤ {𝐑𝑖𝑗 ,𝐴+𝐵,𝛼} ≤ 1;

(2)

where 𝐴, 𝐵 and 𝛼 are the hyper-parameters to be optimized, and 𝐑𝑖𝑗
are the values of the input matrix 𝐑.

This rescaling function considered is a linear combination of two 
functions, a linear function, and a sigmoid function, each multiplied 
by one parameter, 𝐴 and 𝐵, respectively. Parameter 𝐴 weights the lin-
ear function, while 𝐵 weights the sigmoid function. Parameter 𝛼 is the 
sigmoid parameter that multiplies the input of the rescaling function, 
centered at 0.5. We consider a constraint in these parameters, in such a 
way that the sum of 𝐴 and 𝐵 cannot exceed 1, to ensure that the output 
values are bounded between 0 and 1. The rescaling function can take 
various forms centered at 0.5, with increasing values along the input 
(positive derivative). The proposed scaling function is flexible enough 
to represent linear and exponential scales, however, other scaling func-

tions may be considered and∕or added.
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Fig. 4. Window Overlapping Copy on the Diagonal (WOCD) process for a 16 × 16 matrix with throughput 𝑇 = 4 and the corresponding sub-matrices generated: 𝐑1 to 
𝐑7; where (a) shows the expanded matrix (𝐑0 in red), (b) to (h) are the copies to overlap (shown also superimposed in (a) in blue).
2.4. Level 3: Prediction of the segmentation

The prediction layer is a Level 3 layer (see Fig. 1), and its main pur-
pose is to perform a segmentation into an unknown number of groups. 
After pre-processing the correlation matrices as indicated in the previ-
ous sections, we use ML algorithms to detect correlated segments for 
linear scales. To make the proposed approach completely general, a 
pre-training of the ML approaches is needed and is done on a synthetic 
database, generated as a result of modifying several parameters related 
to the noise present in the system. We show in this research that this 
pre-training allows the system to learn to solve the task on a pre-defined 
design scale, without using a specific real problem database.

Fig. 6 shows a scheme of this part of the model: we propose to use 
a synthetic database to train the ML model (this synthetic database is 
used by any of the proposed ML models). The pre-trained model is then 
incorporated as a fixed module into the system in Level 3.

In terms of model inference, after being trained with the synthetic 
database, the input matrices are serialized and flattened to a vector of 
size of 1 × 𝑇 2 (except for a few cases such as Convolutional Neural Net-
works), and a bias term is added. This flattened matrix is then used as 
input of the pre-trained regressor to generate an output vector, 𝐬𝑖, for 
each input sub-matrix at Level 3. These output vectors contain values 
associated with probabilities, as they are real values ranging from 0 to 1. 
These values indicate the probability that each segment is the beginning 
of a new group of elements, according to the encoding defined in the 
specific problem. Values close to 1 represent that there is a high proba-
bility that the segment is the first element of a new group, while values 
close to 0 represent that there is a high probability that the segment 
5

belongs to the previous group. Each prediction obtained is transmitted 
again to Level 2, Layer 2 of the model. For more information on possible 
algorithms used in Level 3, please refer to Subsection 3.2.

2.5. Level 2, Layer 2: Overlap and threshold layer

The overlap and threshold layer is a Level 2 layer (see Fig. 1), and 
its main purpose is to merge the predicted segmentation of the 𝑉 sub-
matrices (each of size 𝑇 ) into a unique segmentation vector of size 𝑀0. 
After the pre-trained ML model predicts the indexes of elements be-
longing to a new group, Level 2, Layer 2 awaits for all matrices to be 
processed and uses the proposed technique called “Overlap Mean” to 
merge all predictions from Level 3 into a single prediction (𝐬′0). The 
result is a vector of predictions with real values between 0 and 1, indi-
cating the probability of each index starting a new group of elements. 
Next, the vector is transformed into a binary vector (𝐬0) using a conven-
tional thresholding technique with parameter 𝑡ℎ. This parameter, along 
with the parameters of the scaling function, is trained using the meta-
heuristic characteristic of Level 2, Layer 2, as shown in Fig. 5 (right 
side). The segmentation vector already binarized (𝐬0), is transmitted to 
Level 1, Layer 2 of the model, to perform a simple transformation on 
the vector and to be able to present the CoSeNet model’s output data 
with the expected format.

Regarding the “Overlap Mean” (OM) method applied, it is an over-
lapping method that maintains similarities with the WOCD method 
presented above. Fig. 7 illustrates the OM method applied, where the 
predictions from Level 3 are first organized, and OM and thresholding 

are performed on the information of each prediction.
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Fig. 5. Heuristic processes involved in the model’s Level 2. The left side presents Layer 1 (Scaling Layer) while the right side presents Layer 2 (Overlap & Threshold 
Layer).
6

Fig. 6. Machine Learning processes involved in the model’s level 3: Prediction, Deployment, and Training.
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Fig. 7. Graphical overview of the Overlap & Threshold process.

2.6. Level 1, Layer 2: Reconstruction of the final solution matrix

The reconstruction layer is a Level 1 layer (see Fig. 1) in charge of 
producing a segmentation vector 𝐬𝑜𝑢𝑡 sized 1 ×𝑀𝑖𝑛 (same size as the 
problem’s input matrix size).

After the predictions have been combined into a single prediction 
at Level 2, Layer 2, the final step is handled by Level 1, Layer 2 of the 
model, which is responsible for the final formatting and presentation of 
the segmentation information in a binary output vector, noise-free (See 
right side of Fig. 3). This process involves trimming the segmentation 
binary vector (𝐬0) using information about the original matrix size, and 
producing a binary vector of size 1 ×𝑀𝑖𝑛. The last elements of the vector, 
which correspond to those added by the 𝐼𝑃 to make the matrix divisible 
by the system’s throughput, are now removed, to obtain a final binary 
prediction vector (𝐬𝑜𝑢𝑡).

Finally, the prediction vector can be used to construct a matrix 
that represents the original binarized correlation matrix, based on the 
model’s predictions. The overall process is illustrated in Fig. 8, which 
provides an overview of all the steps involved in the segmentation 
prediction, from the input matrices to the final output matrix in a se-
quential perspective.

3. Evaluation of pre-trained ML prediction models

The proposed CoSeNet approach is capable of solving any matrix 
segmentation problem, but it must be tuned to improve performance for 
specific problems. In addition, we can use several different ML methods 
in the proposed approach, including different forms of linear regression, 
neural networks, deep algorithms, etc., and we can, of course, carry 
out comparative tests to check which one behaves best in terms of ma-
trix segmentation performance. These ML methods can be incorporated 
into the model as pre-trained models, using synthetic databases to tune 
them. In this section, we evaluate this possibility and analyze the per-
formance of different ML approaches trained on a synthetic database, 
and how is the transferability of these ML approaches, i.e. the change 
of performance of these ML models when we apply them to databases 
with different variables.

3.1. Synthetic databases

We have generated several synthetic databases using as inputs the 
corresponding segmentation vectors (ground truth solutions). There-
fore, we have to determine several characteristics: 1) vector’s size 𝑀𝑖𝑛, 
2) the number of segments 𝑁𝑔 , and 3) the amount of noise added (de-
7

termined by the mean and the variance).
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Table 1

Databases generated for training the ML model at Level 3 in terms of the matrix 
input size (Min), noise parameters, and cluster metrics.

Min Gaussian Noise Number of groups (𝑁𝑔)

Mean Variance Mean Variance
8 0.00 0.0 3.0 1.0
8 0.01 0.1 3.0 1.0
8 0.01 0.2 3.0 1.0
8 0.01 0.3 3.0 1.0
8 0.01 0.4 3.0 1.0
8 0.02 0.5 3.0 1.0

16 0.00 0.0 4.0 2.0
16 0.01 0.1 4.0 2.0
16 0.01 0.2 4.0 2.0
16 0.01 0.3 4.0 2.0
16 0.01 0.4 4.0 2.0
16 0.02 0.5 4.0 2.0

32 0.00 0.0 8.0 2.0
32 0.01 0.1 8.0 2.0
32 0.01 0.2 8.0 2.0
32 0.01 0.3 8.0 2.0
32 0.01 0.4 8.0 2.0
32 0.02 0.5 8.0 2.0

The different correlation matrices used in this work have been gen-
erated with segmentation vector’s sizes 𝑀𝑖𝑛 = 8,16 , and 32, and several 
segments (groups) and mean and variance of the added noise as pre-
sented in Table 1. Each database is then formed by 32,768 (215) pairs 
of matrix-segmentation, in which we divide 70% to train, 20% as vali-
dation set, and 10% to test.

Note that the diagonal of the matrix is finally set to 1 since all cor-
relation values must be maximum on the main diagonal. This process 
can be repeated as many times as desired to generate a database with 
specific parameters, resulting in a set of noise-free solutions and a set 
of noisy data points.

To train some ML models (Level 3) that require a pre-selected fixed 
input size (throughput 𝑇 ), we have generated a synthetic database 
where matrices sizes (𝑀𝑖𝑛) match this requirement, therefore, in this 
case, 𝑀𝑖𝑛 =𝑀0 = 𝑇 .

3.2. Machine-learning models considered

Supervised ML algorithms are those methods that use a labeled 
dataset of input-output pairs  = {(𝐱𝑖, 𝑦𝑖)|1 ≤ 𝑖 ≤ 𝑛} to infer the gen-
eral relation 𝑦 = 𝑓 (𝐱) between the input variables 𝐱 = (𝑥1, 𝑥2, ⋯ , 𝑥𝑛)
(also called predictors) and the output variable 𝑦. Except for the non-
parametric methods which directly use the input-output pairs of the 
database  for providing predictions, most of the supervised ML meth-
ods obtain the input-output map 𝑓 by minimizing a loss function , 
which penalizes a kind of error, into a specific parametric function 
space 𝑓 ∈ 𝐹 = {𝑓 (⋅,𝜔)|𝜔 ∈Ω}, shown in Equation (3):

𝑓 ∗ = argmin
𝜔∈Ω

 (𝑓 (𝑥,𝜔), 𝑦)) (3)

Different parametric function spaces 𝐹 together with their learn-
ing algorithms drive a huge variety of methods. We consider three 
categories of them: QP-based (quadratic programming), ensemble, 
and backpropagation-based methods, analyzed in Sections 3.2.1, 3.2.2
and 3.2.3, respectively. Table 2 shows the acronyms of the methods 
used in this manuscript.

3.2.1. QP-based

Quadratic programming-based methods, or simply QP-based, are 
those supervised ML algorithms that involve a quadratic, 𝐿2 or least-
squares minimization problem in their loss function, shown in Equation 
(4):

∗
𝑓 = argmin
𝜔∈Ω

‖𝑓 (𝑥,𝜔) − 𝑦‖2 + 𝜆𝜔(𝜔) (4)
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Fig. 8. System overview in a sequential perspective for a given machine learning model.
Table 2

Alias and acronyms of the Machine Learning methods and algorithms consid-
ered in this work.

Method or algorithm Acronym
Adaboost Regressor AR
Bayesian Ridge BR
Convolutional Neural Network CNN
Decision Tree Regresor DTR
ElasticNet EN
Extra Tree Regressor ETR
Extra Trees Regressor ETsR
Linear Regressor LR
Linear SVR LSVR
Lasso Regressor Lasso
Lasso Lars LL
Multi-Layer Perceptron MLP
Orthogonal Matching Pursuit OMP
Random Forest Regressor RFR
Ridge Regressor Ridge
Random Trees Regressor RTsR
Singular Value Decomposition SVD
Support Vector Regressor SVR

Deep Clustering DC
Hierarchical Clustering HC
Louvain’s method Louvain
Modularity Maximization MM
SegCorr algorithm SegCorr
Spectral Clustering SC
Genetic Algorithm Optimization Genetic
Particle Swarm Optimization PSO

with possibly other regularization terms 𝜔(𝜔) weighted by a parameter 
(𝜆).

The Linear Regression method (LR) assumes a linear relationship 
between the inputs variables and the output, as shown in Equation (5):

𝑦 =𝑤1𝑥1 +𝑤2𝑥2 +⋯+𝑤𝑛𝑥𝑛 + 𝛽 (5)

and exclusively minimizes the mean square error. Such a minimiza-
tion problem directly yields a closed-form solution through the pseudo-
inverse. Other linear regressors also include a regularization term in the 
loss function, such as Lasso [29] (Lasso), Ridge [30] (Ridge) and Elas-
ticNet [31] (EN) that additionally minimize the 𝐿1 norm (‖𝝎‖1), the 𝐿2
norm (‖𝝎‖2) and a linear combination of both norms (𝛼1‖𝝎‖1 +𝛼2‖𝝎‖2) 
of the coefficients 𝝎, respectively. LassoLars [32] (LL) fits also a linear 
regressor that involves the 𝐿1 norm as a regularization term, similar to 
Lasso, but least-angle regression (LARS) obtains the best variables fol-
lowing the equiangular direction. Bayesian Ridge [33,34] (BR) is also 
a linear regressor method that includes Ridge regularization. However, 
BR presumes a prior distribution of the 𝜆 parameter that fits in consecu-
tive iterations with the training set. This method also estimates the best 
8

weight 𝜆 using the Bayesian method.
Orthogonal Matching Pursuit [35,36] (OMP) is a sparse approxi-
mation method that finds the so-called best matching projections of 
the data onto the codomain of an over-complete linear function, repre-
sented by a matrix 𝐷 (frequently named as dictionary).

The objective is to represent the input-output function (𝑓 ) from the 
Hilbert space 𝐻 as a finite linear combination (𝑓𝑁 ) of 𝑔𝛾𝑛 (known as 
atoms) extracted from columns of 𝐷, as follows in Equation (6):

𝑓𝑁 (𝑡) =
𝑁∑
𝑛=1
𝑎𝑛𝑔𝛾𝑛

(𝑡). (6)

Matching Pursuit seeks the atoms, one at a time, to maximally reduce 
the approximation error, that is, choosing the atom with the highest 
inner product with the function 𝑓 subtracting the approximation that 
uses only that one atom.

Support Vector Regression (SVR) [37–39] is a well-established al-
gorithm for regression and function approximation problems. The SVR 
formulation is quite similar to its classification counterpart. It also es-
tablishes an optimization problem where few support vectors are found 
to approximate the regressor. Besides, it is common to adopt an ap-
propriate non-linear mapping 𝜙∶ ℝ𝑛 → ℝ𝑝 that transforms samples to 
a higher-dimension feature space ℝ𝑝 (𝑛 ≪ 𝑝). By solving the dual opti-
mization problem in the feature space ℝ𝑝, the scalar product 𝐾(𝑥𝑖, 𝑥𝑗 ) of 
the high-order space ℝ𝑝 is called kernel [39]. This kernel trick has been 
used for a large number of problems and applications in science and en-
gineering [40], especially the linear, polynomial, or Gaussian kernels. 
In this article we use the linear (LSVR) and the Gaussian (SVR) kernels. 
Details on the solution process for the SVR algorithm and its tuning and 
optimization can be found in [39].

Singular Value Decomposition (SVD) [41] is a matrix factorization 
method and a generalization of eigen-decomposition of squared ma-
trices. Consider that 𝑋 ∈ 𝑚,𝑛(ℝ) is a 𝑚 × 𝑛 matrix in the real field. 
We know that the matrix 𝑋𝑇𝑋 is a positive semi-definite symmet-
ric squared matrix. As a consequence of the spectral Theorem and 
Sylvester’s Theorem [41], matrix 𝑋𝑇𝑋 is a diagonalizable matrix whose 
eigenvalues are all non-negative real values {𝜆𝑖 ≥ 0}. Ordering these 
eigenvalues {𝜆1 ≥ 𝜆2 ≥⋯ 𝜆𝑛 ≥ 0}, the 𝜎𝑖 =

√
𝜆𝑖 is called the ith singular 

value of the matrix 𝑋. Besides, the factorization of the matrix 𝑋 can 
be expressed as 𝑋 = 𝑈Σ𝑉 𝑇 , where 𝑈 ∈𝑚,𝑚(ℝ), 𝑉 ∈𝑛,𝑛(ℝ) are or-
thogonal matrices and the matrix Σ ∈𝑛,𝑛(ℝ) is build with the singular 
values of 𝑋, in descending order, in its principal diagonal, called the 
singular value decomposition of the matrix 𝑋.

3.2.2. Ensembles

Ensemble methods improve the predictive performance of single ML 
models, based on combinations of different training models. They as-
sume that the contribution of several base ML models, named learners, 
can enhance the prediction ability and even overcome the robustness 

and generalization capacity of more complex ML methods [42]. Usu-
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ally, learners are simple ML methods, especially decision trees or linear 
regressors.

Decision Tree Regressors [43,44] (DTR) are ML methods that build 
a tree graph that follows branching decision paths through the data 
to provide a prediction. In decision trees for regression, the threshold 
parameters that split the data are calculated from the whole training 
data set following a specific criterion, such as looking for the best gain 
of information possible in the current node. Extremely randomized trees 
[45] (ETR) differ from classic decision trees in the way they are built 
that choose the best split among a randomly selected set of features. 
Decision trees are not ensemble methods themselves but are used in 
ensemble methods as learners. This is the case of extra tree regressors, 
random forest, or AdaBoost, we briefly comment.

Random Forest [46] (RFR) is the most renowned bagging-like tech-
nique for both classification and regression problems. It specifically uses 
regression trees as learners and differs from the pure bagging technique 
in that the topology of the trees varies among them. Trees of the ensem-
ble, the forest, may have different lengths or topology, or use different 
input variables which greatly increase the variability of the learners. 
Its main advantage lies in its generalization capacity, achieved by com-
pensating the errors obtained from the predictions of the different re-
gression trees. Once the regression trees have been generated, and each 
has obtained its prediction, an averaging scheme is taken into account 
for the final prediction [46]. Extremely randomized trees [45] (ETsR) 
have an extra level of randomness compared with random forests. After 
choosing a random subset of candidate features for each node, thresh-
olds are drawn at random for each candidate’s feature instead of looking 
for the most discriminative thresholds as a random forest does. Then, 
the best of these randomly-generated thresholds is selected.

Adaptive Boosting (AB) [47] is the widest-used boosting technique 
in the history of ensemble learning. As with all boosting methods, Ad-
aBoost proposes to train the learners sequentially, in such a way that 
each new learner requires that the previous learner had been trained 
before. Each base learner has the same topology in the queue and fo-
cuses on the data that was mispredicted by its predecessor, to iteratively 
adapt its parameters and achieve better results. In this way, learners are 
dependent on them. In boosting, all the learners use the whole training 
dataset for computing their parameters, i.e., there is no bootstrap sam-
ple step.

3.2.3. Back-propagation-based

Back-propagation-based methods are those supervised ML methods 
that allow the application of any training iterative method, such as the 
gradient descent method, taking advantage of the sequential architec-
ture. A sequential topology of the architectures allows for reducing the 
number of calculations in each iteration. Almost all feed-forward Ar-
tificial Neural Networks (ANNs) are back-propagation-based methods. 
In this work, we detail both the multi-layer perceptron (MLP) and the 
Convolutional Neural Network (CNN).

An MLP [48] is a kind of ANN which has been successfully used 
in classification and regression problems. The MLP is a feed-forward 
network composed of an input layer, several hidden layers, and a fi-
nal output layer, all sequentially placed. Each layer is composed of a 
collection of neurons that are connected to the neurons of the consec-
utive layer through weighted links. The weight values are calculated 
from a sufficiently large database of input-output pairs minimizing the 
error between the output given by the MLP and the corresponding ex-
pected output in the training set. The number of hidden layers and their 
neurons are also parameters to be optimized [49,50].

Convolutional Neural Network (CNN) [51] is also a kind of ANN 
that has been extensively applied to computer vision. As MLPs, they are 
feed-forward networks and are composed of an input layer, several hid-
den layers, and a final output layer, all sequentially placed. However, 
contrary to MLPs, each layer is not fully connected to its predecessor. 
Layers calculate the mathematics operation of convolution through sev-
9

eral kernels that characterize them and with the output data of the 
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previous layer. Training CNNs usually requires a huge amount of data 
since it is common to place several CNN layers sequentially and the 
number of parameters quickly grows.

3.3. ML algorithms comparison

In this section, we evaluate the results obtained on the synthetic 
database described in Section 3.1 using the different ML algorithms 
considered in Subsection 3.2 as pre-trained models (in Level 3). Note 
that we are comparing here ML models that specifically solve the seg-
mentation problem, without considering the formatting and scale part 
of the system, which is appropriate for tuning real problems.

We use several metrics to model the segmentation error. Over the 
defined encoding, the segmentation vector is a binary vector with the 
size of the system’s throughput. Thus, the first metric is the MSE, i.e., 
the Mean Square Error of the prediction, and measures the distance 
between the expected output and the predictor output on a quadratic 
scale. The second is the MAE, i.e. Mean Absolute error. It measures 
the distance between the expected output and the input on a linear 
scale. We also use the R2 metric (also known as the coefficient of de-
termination or Pearson’s coefficient squared), which is a metric that 
measures the proportion of the variance in the dependent variable that 
is explained by the independent variables. Finally, we also make use of 
WindowDiff (WD) [52], which measures the proportion of frames for 
which the predicted and actual outputs differ. It is a popular evaluation 
metric for segmentation problems and is designed to obtain segmenta-
tion metrics in the same coding in which we have included this problem. 
This metric is widely used in segmentation problems, especially, in text 
and topic segmentation [53].

Regarding the implementation of the ML methods described above, 
we have used the Scikit-learn (Sklearn) toolkit for Python [54] to im-
plement the majority of the ML algorithms in this comparison, except 
for CNN, MLP, and SVD algorithms. Sklearn is an open-source library 
that provides a comprehensive set of algorithms for classification, re-
gression, clustering, and dimensionality reduction. CNN and MLP algo-
rithms were implemented using TensorFlow [55] and Keras [56], while 
SVD was implemented using NumPy [57].

Fig. 9(a) shows the comparison of the proposed ML models’ per-
formance on the synthetic database, taking into account MSE, MAE, 
R-squared (R2 or R2, note that 1 − R2 has been represented) and WD
for the whole range of noise variances considered, while 9(b) shows the 
average model’s performance for all variances considered.

We can observe that some models (Lasso, ElasticNet, and LassoLars) 
do not seem to converge, or are not adequate to solve the problem. The 
models that achieve the best performance, for all metrics considered, 
seem to be SVR, MLP, and Ridge regression. Both Backpropagation and 
QP-based models solve the problem, while Ensemble-based models do 
not seem to achieve high performance, with AdaBoostRegressor being 
the best of them. Note that CNN can solve the problem, but does not 
achieve the best segmentation metric (WD), although MSE and MAE are 
above most regressors.

Regarding the behavior of the models as a function of noise variance, 
we can see that all metrics perform worse when the noise variance is 
increased, as expected. However, it is interesting to note that Bayesian 
Ridge is not able to converge if there is no noise in the training ma-
trices. Moreover, the Backpropagation-based models do not achieve an 
outstanding score for the noise-free case, but it is the simplest linear re-
gressor that can solve this case, achieving perfect scores and proving 
that this is a problem that is possible to solve with a multilinear model. 
When the input matrices are noisy, multilinear models can solve the 
problem, however, they are not the best (although feasible) solutions in 
terms of performance.

For further testing the ML models considered, we have performed 
the same experiment with a standardization (or normalization) of the 
data [58]. Within the same model, we train a classical standardizer 

that subtracts the mean of the training data values and divides it by 



Digital Signal Processing 144 (2024) 104270A. Palomo-Alonso, D. Casillas-Pérez, S. Jiménez-Fernández et al.

Fig. 9. Models’ performance comparison when no data standardization is considered for each variance (a) and all variances (b).

Fig. 10. Performance improvement (boost) of the models for each metric as a function of the standardization of the input data and noise variance.
the standard deviation. This may improve the performance of some of 
the regressors, but may also reduce the performance of others. Fig. 10
shows the performance improvement if the standardizer is added to the 
proposed approach. We can see that for most models it is not critical. 
However, there is a slight improvement for models that achieve very 
good performance (SVR, MLP, and CNN), so it is advisable to introduce 
the Standardizer for these cases. On the contrary, note that for the LSVR, 
the segmentation (WD) improves and the MAE worsens, so we must be 
careful if we decide to implement this regressor with data standardiza-
tion. Also, for models such as SVD and one of the BR cases, the MAE
10

worsens, so the standardizer is not recommended.
Given the results, we can conclude that the best-performing and 
most stable models are Support Vector Regression, MultiLayer Percep-
tron, and Ridge regression. Ridge is the best model in the less noisy 
cases, SVR is the best ML model in the noisiest cases, and MLP results 
in an intermediate solution of both previous cases.

Regarding the computation time for each ML algorithm, note that 
the SVR takes a long time to train, especially for cases where noise vari-
ance and throughput are high. On the other hand, MLP does not take 
such an excessive time to train, and Ridge regression computation time 
is extremely low. This is also extrapolated to the processing time. Ridge 

is the fastest of all methods compared, while MLP is an intermediate 
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Fig. 11. Error behavior as a function of variance and system throughput for values of 8, 16, and 32.
solution between SVR and Ridge, also in terms of the algorithm’s com-
plexity. In addition, we performed an analysis of the model’s behavior 
as a function of the throughput. Fig. 11 shows that the performance 
metrics worsen linearly with model throughput; and that they increase 
exponentially with noise variance for all cases. The noise-free case is 
an outlier since many of the models have difficulties converging to a 
solution. Thus, it is sufficient to select a model that does not exhibit 
instabilities. It is important to choose the right throughput for the prob-
lem to be solved since we can slightly worsen the performance of the 
system if we choose a higher throughput or we may be losing informa-
tion about the data, and we may be performing too many calculations 
for a too-small throughput. After a first analysis, we have seen that a 
throughput 𝑇 = 16 adequately solves most problems without increasing 
the error too much.

Consequently, from these experiments on synthetic databases, we 
establish that the best regressors for this problem are the SVR with 
Standardization, MLP with Standardization, and Ridge regression with-
out Standardization. All three models are candidates to be implemented 
in the approach as pre-trained models for segment prediction and SVR 
is the best one in terms of performance.

3.4. Transferability study

Once we have selected the models that best fit in the pre-training 
stage (SVR, MLP, and Ridge), we can assess performance when using a 
pre-trained ML model for a given throughput and noise variance. We 
call this parameter the Transferability of the model. Let us define the 
metric Transferability ( ), in Equation (7), as the average of the per-
formance, given a metric 𝑚 (MAE, MSE, WD, etc.), for all parameters 𝑝
considered (i.e. 𝜎2). Note that the lower the Transferability, the better 
the performance will be for different input databases.

 𝑚
𝑝

= 1
𝑁𝑝

𝑁𝑝∑
𝑖=1
𝑚𝑖,𝑝 (7)

where 𝑁𝑝 is the length of the set of parameters for a specific metric.
In this work, we evaluate the Transferability for two metrics (𝑚 =

{MSE, WD}) and six possible parameters (𝑝 = 𝜎2 = {0.0, 0.1, 0.2,0.3,0.4,
0.5}, from no-noise to a variance of 50% of the range of values), con-
sidering three different throughput scenarios (𝑇 = {8, 16, 32}), and the 
results are presented in Fig. 12 for the three best-performing ML models 
(a) Ridge, (b) MLP, and (c) SVR regressors. The solid blue line repre-
sents  MSE

𝜎2
𝑖

while the solid orange line represents  WD
𝜎2
𝑖

. The ML model 

is trained using the training dataset for one given 𝜎2
𝑖

and tested for all 
test sets for all possible 𝜎2

𝑖
, obtaining the average Transferability. Ad-

ditionally, each ML model has been trained using the training dataset 
obtained by concatenating all variances’ train subsets and tested using 
the test dataset obtained by concatenating all variances’ test subsets. 
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These results are presented with dashed blue and red lines for the MSE
and WD respectively. Several conclusions can be obtained from these 
results. First, the Transferability (for both WD and MSE) improves as 
the ML model is trained with higher noise variance. Second, the Trans-
ferability when training with a database that contains all possible noise 
variances is worse than that of the model trained with higher noise 
(solid lines are below dashed lines as the noise increases). This can be 
explained, for example, for some techniques such as neural network reg-
ularization, as a model generalization is improved by adding Gaussian 
noise [59].

Since our synthetic databases are very large and randomly gener-
ated, it is relatively frequent to find repeated data, especially for small 
throughput values, therefore adding noise can reduce overfitting and 
improve Transferability and generalization.

Finally, we analyze memory space occupied, performance (taking as 
reference the segmentation metric), and speed at which the models can 
obtain the segmentation from correlation matrices. Fig. 13 is a radar 
chart showing the statistics of each model as a function of the selected 
metrics. Note that a square root scale has been used to represent and dif-
ferentiate metrics among the algorithms, as numerical results are very 
close (see Fig. 9).

The most balanced of the three models is the MLP, while the best-
performing is the SVR. The one that achieves the highest speed and the 
smallest memory footprint is Ridge regression, which is the most useful 
option if we want to optimize computational load and the one that 
can have the greatest impact in a real deployment. On the contrary, 
the SVR is a restrictive option due to its excessive computation time. 
Summarizing the results, SVR takes 43.4 ms on average to compute each 
of the input matrices, while MLP takes 19.41 μs and Ridge 1.89 μs per 
matrix. In terms of memory, SVR loads between 313.6 kB and 4.2 GB, 
MLP between 120.2 kB and 21.0 MB, and Ridge between 2.5 kB and 
131.7 kB, depending on the throughput. Finally, we can conclude that 
there is no optimal regressor and that we can choose between these 
three solutions depending on the problem and system requirements.

4. Experiments over a real NLP problem database

In this section, we analyze the performance of the proposed ap-
proach in a real-life problem in the field of Natural Language Process-
ing (NLP). Specifically, the problem at hand consists of segmenting a 
given text into different topics or stories (known as Text Segmentation

in NLP). To generate the input text, we extract information from a ran-
dom Wikipedia article and divide the text into sentences, to construct 
each section/group of the input text. Therefore, we will know that all 
sentences in this article are related to each other and form a group. To 
ensure solid stories, we require that the articles contain a minimum of 
40 words. We keep on adding groups/sections to the input text until 
the total number of sentences is equal to 𝑀𝑖𝑛. Thus, the number of sec-
tions in the input text varies depending on the length of each article 

randomly chosen.



Digital Signal Processing 144 (2024) 104270A. Palomo-Alonso, D. Casillas-Pérez, S. Jiménez-Fernández et al.

Fig. 12. Transferability performance for the best ML prediction models for (a) Ridge, (b) MLP, (c) SVR regressor, and different Throughputs. Solid orange lines 
represent  WD

𝜎2
𝑖

and solid blue lines represent  MSE
𝜎2
𝑖

for 𝜎2
𝑖
= {0.0,0.1,0.2,0.3,0.4,0.5}. Dashed red and blue lines present the results when the models are trained with 

a training dataset containing all noise variances, for metrics WindowDiff (WD) and MSE, respectively.
Once we have the input text, we obtain the correlation matrix (input 
to our proposed model) using BERT [28] (a pre-trained language model 
that uses Deep Learning Transformers [60]), by obtaining a similarity 
value between each pair of sentences in the text. These similarity values 
can be arranged as a square correlation matrix (size 𝑀𝑖𝑛 ×𝑀𝑖𝑛). Note 
that the data in these correlation matrices match the requirement of 
spatial ordering, as the sentences of a story are always spatially ordered 
and appear in sequence.

The model proposed in this work will have to determine that each 
Wikipedia article corresponds to a different segmented group. Failing 
the segmentation if several groups are found within one article or if no 
group is found at the beginning of one article.

Therefore, the Ground Truth segmentation vector is built at the time 
of extracting the articles of the Wikipedia text, using the sentence num-
ber where a story starts.

Table 3 shows the information regarding the correlation matrices 
constructed using Wikipedia articles. These correlation matrices are 
later divided, and 70% of the samples are dedicated to training the 
12

model, 20% to model parameters’ validation, and 10% to testing.
Table 3

Some example correlation matrices generated for testing the ML model in terms 
of the matrix input size (Min) and the way they are generated.

Min Number of correlation matrices Generator
256 4,152 Wikipedia + BERT generated
128 8,304 Subset of 𝑀 = 256
64 16,608 Subset of 𝑀 = 128
32 33,216 Subset of 𝑀 = 64
16 66,432 Subset of 𝑀 = 32
8 132,864 Subset of 𝑀 = 16

Note that the input matrix size (𝑀𝑖𝑛) not necessarily matches the 
system’s throughput (𝑇 ). Any other correlation matrix size where 𝑀𝑖𝑛 ≤

256 can be constructed using any of the subsets presented in Table 3.
In this case, we have chosen to implement Ridge regressor as the 

pre-trained ML approach (trained on the synthetic database explained 
in Subsection 3.1) that is fed with this problem’s specific database (cor-
relation matrices obtained from Wikipedia articles). It should be noted 
that speed is a crucial factor in our approach for real applications since 

it includes a heuristic optimization of the model, that would take too 
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Fig. 13. Qualitative comparison (using a squared-root scale) between MLP, 
Ridge, and SVR regressors in terms of computational speed, memory usage, 
and WindowDiff performance.

long if a slow ML model for training is chosen. Specifically, we optimize 
five hyperparameters: three for the scaling function, one for the thresh-
old value, and one for the system’s throughput (𝑇 = 8, 16, or 32). This 
hyperparameters’ optimization has been implemented using a Particle 
Swarm Optimization (PSO) [61] algorithm and a Genetic Algorithm 
(GA) [62]. The methodology we use to optimize the hyperparameters 
of the model is the following: we first run the PSO algorithm and obtain 
the best 5 individuals based on their fitness scores. Similarly, we ran 
the GA algorithm and obtain the best 5 individuals. Then, we use the 
validation dataset to assess the performance of the 10 best individuals 
and select the best candidate.

Table 4 shows the 5 best sets of parameters obtained for each al-
gorithm. The results show that the GA algorithm outperforms the PSO 
algorithm in finding the optimal parameter combination. The best can-
didate obtained from the GA algorithm had a higher WD performance 
and lower throughput compared to the best candidates obtained from 
the PSO algorithm. The parameters of the simulation were 20 epoch/it-
erations and 200 individuals for the GA, computing 100 new individuals 
per epoch. The crossover rate and the mutation variance were 0.5 and 
0.1 respectively, with a uniform crossover mask. Regarding the PSO al-
gorithm, the cognition and social factor were set up to 1, and the inertia 
was set to 0.5 for 30 particles. The best result was obtained for the best 
individual of the Genetic algorithm with a throughput 𝑇 = 32. The best 
combination of parameters for the Wikipedia database suggests a 34% 
of linearity and 36% of non-linearity (for parameters 𝐴 and 𝐵, respec-
tively) in the re-scale function. The sigmoid variance parameter 𝛼 took 
a wide range of values, while the threshold value tends to be above 0.5
for all good candidates.

Fig. 14 shows an example realization of 14 correlation matrices for 
a size 30 × 30 on the Wikipedia database. The lowest part of the figure 
displays the successful predictions in green bands (True Positives), indi-
cating the correct detection of segment boundaries by our four-layered 
algorithm. In contrast, the red bands indicate a new group of correlated 
sentences that were not detected by the algorithm (False Negatives). 
The blue bands represent predictions of new element groups when in 
fact they were not present in the correlation matrix (False Positives). 
The black background denotes True Negatives, where no new segment 
is present in the matrix. This figure demonstrates the ability of our 
approach to accurately identify segment boundaries in correlation ma-
trices, as evidenced by the high number of True Positive predictions. 
While some False Negatives and False Positives are present, they are 
relatively small in number and do not significantly impact the overall 
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accuracy of the algorithm. We also realize that most failures occur at 
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the edges of the matrices since these areas present the least context in-
formation about the predecessor or successor correlation values of the 
groups.

4.1. Performance comparison with state-of-the-art algorithms

In this section, we compare our approach’s performance with sev-
eral methods proposed in the state-of-the-art, which are used to solve 
the segmentation problem in correlation matrices. Specifically, we test 
three types of algorithms: 1) The first one, based on Community De-
tection (CD) techniques, interprets the correlation matrix as a weight 
matrix and constructs a graph accordingly. Within this first type, we im-
plement Louvain’s method [18] and Modularity Maximization [27], which 
are unsupervised algorithms that require a threshold optimization to 
converge. 2) We have also considered some unsupervised clustering 
methods, (Correlation Clustering). Specifically, we implement Hierarchi-

cal clustering [26] and Spectral clustering [23] algorithms, the disadvan-
tage of these unsupervised methods is that they require the number of 
clusters as a parameter (which is unknown sometimes). In addition, we 
have added here a heuristic approach [8] specifically designed to solve 
the PBMM problem in an unsupervised way, although it requires the op-
timization of 3 hyperparameters, and we have also added a comparison 
with the algorithm proposed in [21] (SegCorr), which is an implemen-
tation of a statistical procedure for the detection of genomic regions of 
correlated expression, used in gene expression, with only 1 hyperparam-
eter. 3) Finally, we have considered Deep Clustering based methods, in 
which a training process is required, but no hyperparameter optimiza-
tion. These methods use autoencoders, which we have implemented 
based on CNN (CNN-DC) or MLP (MLP-DC). The way these models clus-
ter the elements is through a 35kB MLP classifier. For all the algorithms 
used in the comparison, a hyperparameter optimization based on a Grid 
Search [63] has been performed with a small portion of the database, 
so that in case the algorithm parameters are critical to the performance 
of the algorithm they are adjusted properly to the database.

Table 5 shows the results obtained using the synthetic databases 
described in Section 3, and in the Wikipedia database, for all the algo-
rithms compared. The results shown in this table are the average of the 
test sets of the synthetic matrices and Wikipedia database. Note that the 
graph-based (Community Detection) algorithms failed to deliver accept-
able results, even after thresholding and transforming weight values. 
When the correlation matrix noise was high, the only algorithm that 
performed well in the synthetic database was Modularity Maximization, 
achieving a 76.12% rate. Deep clustering-based algorithms performed 
below average in general, without good results either in the synthetic 
matrices. On the other hand, unsupervised algorithms mainly produced 
satisfactory results, with performances around 60% for the Wikipedia 
database and 80% in the synthetic matrices. SegCorr obtained consis-
tent results, higher than other unsupervised methods, with 60.5% of 
performance in the Wikipedia problem. Finally, the proposed approach 
with Ridge regression implemented in the prediction layer, showed 
the best performance for this NLP problem, with a significant 82.60% 
of performance for the Wikipedia database, and 87.19% for the syn-
thetic database. Note that the difference between the results in synthetic 
and real problems is small in the proposed approach, though Ridge 
was trained on the synthetic database. This means that the proposed 
CoSeNet model is not only robust to noise variation (transferability) 
but also to scale change.

In terms of execution time, Table 5 shows the computation time (in 
seconds) of each of the algorithms considered when processing 7500 
matrices (7th column: “Comp. time (s./7.5 kS)” that stands for “Com-
putation time (seconds per 7.5 kilo-Samples)”). Note that The smaller 
this record is, the higher the processing speed of the algorithms. The 
HC and PBMM algorithms were the fastest (but not the most accu-
rate) approaches, taking 610 ms (0.61 s) for every 7500 matrices for 
HC, and 210 ms (0.21 s) for PBMM. Recall that both are recursive al-

gorithms that perform fast linear operations, making them the fastest 



Digital Signal Processing 144 (2024) 104270A. Palomo-Alonso, D. Casillas-Pérez, S. Jiménez-Fernández et al.

Fig. 14. Example Realization of 14 matrices (size 30 × 30) obtained from the Wikipedia Database. Green bands in segmentation denote true positives, blue bands 
denote false positives, and red bands denote false negatives.

Table 4

Ranked results for the best 5 individuals of the Genetic and Particle Swarm Optimization (PSO) algorithms for the validation dataset ordered by performance over 
WindowDiff (WD) considering 3 different possible throughput sizes (𝑇 = 8, 16 and 32).

Ranking Algorithm WD (%) 𝐴 𝐵 𝛼 th Throughput
1st Genetic 19.52 0.34046 0.36040 0.17642 0.67790 16

2nd PSO 20.48 0.55448 0.39009 0.45960 0.93589 32
3rd Genetic 20.50 0.63856 0.00000 0.00000 0.59944 16
4th Genetic 20.51 0.76527 0.00000 0.00000 0.67117 16
5th PSO 20.52 0.55573 0.38922 0.46114 0.93540 32
6th Genetic 20.60 0.96621 0.00000 0.00000 0.81306 16
7th Genetic 20.69 0.58012 0.26236 0.53721 0.79231 16
8th PSO 51.78 0.83080 0.38923 0.46116 0.93653 32
9th PSO 53.99 0.82296 0.37121 0.46426 0.90916 32
10th PSO 54.80 0.84770 0.36758 0.49800 0.91590 32

Table 5

Baseline comparison between Community Detection (CD), unsupervised (US), Deep Clustering (DC) and our proposal in terms of performance (1 −WD) for a synthetic 
database with noise variance of 0.2 (𝜎2 = 0.2) and the Wikipedia database, memory size, computational speed (Comp. time) and number of parameters (# par.) to 
optimize. The best solution between state-of-the-art algorithms and the proposed CoSeNet architecture is shown in bold.

Type Model Wikipedia (%) Synthetic (%) Size Comp. time # par.

1 − WD 1 −𝑀𝑆𝐸 1 − WD 1 −𝑀𝑆𝐸 (kB) (s./7.5 kS)
CD Louvain [18] 36.16 75.60 28.18 45.80 0 8.27 1
CD MM [27] 37.28 77.23 76.12 83.59 0 24.50 1

US SegCorr [21] 60.58 91.48 76.97 86.28 0 18.30 1

US HC [26] 55.48 90.78 48.56 67.87 0 0.61 2
US SC [23] 60.94 90.22 80.21 88.31 0 15.69 2
US PBMM [8] 76.87 94.56 64.89 80.45 0 0.21 3

DC MLP-DC [64] 41.19 79.12 64.56 76.57 35.05 91.65 297
DC CNN-DC [64] 58.92 91.24 58.85 76.18 35.05 204.65 297

CoSeNet 82.60 96.83 87.19 92.47 131.7 3.13 5
among all algorithms analyzed. Ridge regression in the proposed prob-
lem achieved the best time records among the pre-trained models, 
reaching 7500 matrices every 3.13 seconds (2400 matrices per second), 
as we selected the fastest and lightest in-memory pre-trained model. 
Other algorithms such as SegCorr and Spectral Clustering are slower, 
computing around 300-410 matrices per second. The memory size of 
unsupervised and graph-based algorithms was zero, as only knowledge 
of the optimal parameters was required. The memory size of the clas-
sification model for Deep Clustering was 35.05kB. The memory size of 
the pre-trained Ridge-based model was 131.7kB, which allows flexible 
implementations for deployment.

5. Conclusions

In this work, we have proposed a novel approach (CoSeNet) for 
solving problems related to the segmentation of correlation matrices. 
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The CoSeNet approach uses Machine Learning (ML) algorithms to pre-
dict the points that separate groups of elements in correlation matrices. 
However, the main problem is that these models usually require fixed 
correlation matrix input sizes. This challenge is solved in the proposed 
architecture with a first “formatting” level. The second problem found 
is that each function used in a different problem to quantify the corre-
lation between elements has different properties, therefore the scale of 
the input matrix is different. This challenge is solved by “scaling” the 
values (at the second level of the proposed architecture) to have a pre-
trained and ready-to-use model. Finally, in the third layer, we propose 
the use of a pre-trained model based on different ML approaches which 
may optimize memory, computational usage, and system performance. 
The whole multi-algorithm architecture constitutes a pre-trained system 
that can perform segmentation for any correlation matrix, regardless of 
the nature of the correlation function and its size.

Extensive experiments have demonstrated the superior performance 
of the proposed approach in synthetic databases. We have shown that a 

Ridge Regression algorithm obtains an excellent trade-off between per-
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formance, memory size, and speed, improving the processing speed and 
in-memory size by 4 orders of magnitude over the SVR, and 1 order of 
magnitude over the MLP, with a performance loss of less than 3%. In 
addition, a real problem has been proposed based on the correlation 
that a Natural Language Model (BERT) provides between sentences for 
text segmentation, which is one of the fields where it is useful to seg-
ment correlation matrices. Unlike most state-of-the-art algorithms, the 
proposed architecture can work with different scales and input sizes 
with high performance and speed. Using this real problem, we have 
also presented a performance comparison of segmentation obtained 
with other state-of-the-art models, improving 5.43% the MSE over the 
second-best tested algorithm and 36.35% the WD performance. The pro-
posed approach has been completely programmed in Python, and it is 
freely available to be used and adapted for different correlation ma-
trix segmentation problems and can be compared with alternative new 
approaches.

The application of this model is to divide a correlation matrix into 
its possible segments. However, a large number of ordered clustering 
problems can be transformed into identifying segments in a correlation 
matrix, making it a potential problem-solving tool. For example, apart 
from the NLP problem, SME Portfolio Segmentation works with corre-
lation matrices, and this model is able to identify the segments of such 
matrices. For cis-regulatory modules, there is a function that correlates 
DNA features. The values can be arranged into a correlation matrix, 
and gene regions can be identified by CoSeNet. In summary, whenever 
there is a clustering problem with ordered entities, this model is fast 
and efficient in segmenting groups of entities.

5.1. Model limitations and further work

Regarding the main limitations of the proposed model, note that its 
performance is highly dependent on the correlation function generated 
by the input matrices, which is highly dependent on the problem it-
self and its applicability. Due to the proposed model architecture, the 
noise characteristics that affect the segmentation are only variance and 
the non-linearity of the correlation method. That is why we have in-
cluded in the architecture a specific layer capable of correcting the 
non-linearity of the matrices, as long as the user has a dataset that 
can allow fine-tuning the model parameters. Unfortunately, the noise 
variance itself is insurmountable, and it is the most limiting aspect to 
obtaining better results in general.

As possible improvements to the proposed model, filter banks that 
correct specific types of noise in the input correlation matrices could be 
introduced as part of an initial pre-processing step. This filtering would 
greatly facilitate the task of segment prediction. New scaling functions 
could also be proposed to improve the non-linearity correction. Regard-
ing the ML model implemented, it is hard to find a model with a better 
trade-off than Ridge regression because it is a linear regressor that runs 
with simple matrix multiplication, and has a perfect hit rate for seg-
menting correlation matrices without noise. Any further analysis with 
Deep Learning approaches, for example, will be carried out at the ex-
pense of hardly extending the computational cost of the algorithm.

Code

The proposed multi-algorithm architecture code (CoSeNet and data 
for the experiments) used in this paper are available at: https://github .
com /iTzAlver /CoSeNet.
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