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Abstract

Expert video-surveillance systems are a powerful tool applied in varied scenarios

with the aim of automatizing the detection of different risk situations and help-

ing human security officers to take appropriate decisions in order to enhance the

protection of assets. In this paper, we propose a complete expert system focused

on the real-time detection of potentially suspicious behaviors in shopping malls.

Our video-surveillance methodology contributes several innovative proposals that

compose a robust application which is able to efficiently track the trajectories of

people and to discover questionable actions in a shop context. As a first step, our

system applies an image segmentation to locate the foreground objects in scene.

In this case, the most effective background subtraction algorithms of the state of

the art are compared to find the most suitable for our expert video-surveillance

application. After the segmentation stage, the detected blobs may represent full or

partial people bodies, thus, we have implemented a novel blob fusion technique

to group the partial blobs into the final human targets. Then, we contribute an

innovative tracking algorithm which is not only based on people trajectories as
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the most part of state-of-the-art methods, but also on people appearance in occlu-

sion situations. This tracking is carried out employing a new two-step method:

1) the detections-to-tracks association is solved by using Kalman filtering com-

bined with an own-designed cost optimization for the Linear Sum Assignment

Problem (LSAP); and 2) the occlusion management is based on SVM kernels to

compute distances between appearance features such as GCH, LBP and HOG. The

application of these three features for recognizing human appearance provides a

great performance compared to other description techniques, because color, tex-

ture and gradient information are effectively combined to obtain a robust visual

description of people. Finally, the resultant trajectories of people obtained in the

tracking stage are processed by our expert video-surveillance system for analyzing

human behaviors and identifying potential shopping mall alarm situations, as are

shop entry or exit of people, suspicious behaviors such as loitering and unattended

cash desk situations. With the aim of evaluating the performance of some of the

main contributions of our proposal, we use the publicly available CAVIAR dataset

for testing the proposed tracking method with a success near to 85% in occlusion

situations. According to this performance, we corroborate in the presented results

that the precision and efficiency of our tracking method is comparable and slightly

superior to the most recent state-of-the-art works. Furthermore, the alarms given

off by our application are evaluated on a naturalistic private dataset, where it is

evidenced that our expert video-surveillance system can effectively detect suspi-

cious behaviors with a low computational cost in a shopping mall context.

Keywords: Video-surveillance in shopping malls, Background subtraction,

Human tracking, Occlusion management, Appearance features, Behavioral

analysis
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1. Introduction

In the current world, surveillance has become an essential element in a lot of

daily activities to guarantee human security and property and assets protection.

It is present in all kind of locations: banks, prisons, airports, parking lots, petrol

stations, stores and any imaginable business or enterprise. Due to this, it exists an

incipient need related to automating certain surveillance tasks for assisting secu-

rity officers and allow them develop their work in a more efficient way.

Nowadays, the video images captured from cameras strategically located are

the principal element in any surveillance system. For this reason, computer vision

processing can be employed for extracting useful data from these videos and rea-

soning this information out with the aim of automating several video-surveillance

tasks by giving off alarms when risk events are detected.

This paper is focused on a specific case of video-surveillance: to detect po-

tentially suspicious human behaviors in shopping malls. In this scenario, there

are some particular situations which must be analyzed, such as store entry or exit,

loitering events that can culminate in a theft or situations where a cash desk is

unattended, as shown in Fig. 1.

(a) Entry and exit. (b) Loitering event. (c) Unattended cash desk.

Figure 1: Alarms detected by our expert video-surveillance system in shopping malls.
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(a) Background subtraction. (b) Blob fusion. (c) Tracking.

Figure 2: Video pre-processing and human tracking.

Before giving off the described alarms, there are some previous stages which

must be considered in order to locate and follow the potentially suspicious people

in the videos, as shown in Fig. 2. This previous process starts by making an image

segmentation using background subtraction techniques. A comparison among the

main background subtraction methods of the state of the art is carried out in this

article with the aim of selecting the best suited for this specific application. In

the next step of the process, the foreground objects, distinguished as blobs, are

filtered by size and positional factors and grouped by our blob fusion algorithm.

Afterwards, the tracking stage is essential for making an effective operation in

the subsequent high-level phases such as trajectory analysis. Attending to this, an

innovative tracking method is proposed, which consists in a two-step algorithm:

1. The detected objects to track (usually humans) are matched along the video

sequence employing an optimization approach based on solving the associ-

ation problem as a LSAP (Linear Sum Assignment Problem) (Easterfield,

1946) and considering the estimations of a Kalman filter (Kalman, 1960).

2. Occlusions between objects are managed applying a method based on visual

appearance, in which several image descriptors are tested: GCH (Global
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Color Histogram) (Novak & Shafer, 1992), LBP (Local Binary Pattern)

(Ojala et al., 1994) and HOG (Histogram of Oriented Gradients) (Dalal

& Triggs, 2005). The features extracted are compared through a metric

based on SVM kernels similar to the proposed by Vapnik & Cortes (1995);

Moghaddam & Yang (2000).

The usage of the introduced expert system increases the efficacy in a video-

surveillance control center for a shopping mall in comparison with traditional

methods, allowing human operators manage a higher number of cameras and their

corresponding risk situations. Tests executed in naturalistic conditions demon-

strate the reliability of our expert video-surveillance application and its efficient

performance in real-time.

The main contributions of this paper are focused on the different innovative

algorithms implemented in our expert video-surveillance system. First of all, al-

though our segmentation stage is based on previous background subtraction tech-

niques, we have carried out a complete study to choose the most proper for our

system and, besides, we have designed a new blob fusion technique that reduces

typical segmentation errors. In addition, our novel tracking algorithm represents

an interesting new approach with respect to the classic state-of-the-art methods

which were mainly based on trajectories, because we also use visual appearance

information in occlusion situations for improving the performance of our proposal

compared to other related works. Finally, the alarms analyzed by our system in

shopping malls are a key contribution of this paper. To the best of our knowledge,

this is the first work in the state of the art that considers the specific suspicious

behaviors in shops processed by our expert application. We also contribute results

and comparisons that corroborate the remarkable performance of our proposal.
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The rest of the paper is organized as follows: Related work is discussed in

Section 2. Section 3 describes the proposed methods for video pre-processing and

human tracking. The methodology implemented in our expert video-surveillance

system for detecting suspicious behaviors in shopping malls and giving off the

corresponding alarms is explained in Section 4. Experiments and discussion are

presented in Section 5 and the conclusions in Section 6.

2. Related Work

Since the 1960s, video-surveillance systems have evolved in a parallel line

to their automation grade and three generations can be clearly differentiated, as

stated by Räty (2010): 1st) (1960 - 1980) Analog CCTVs and low level of au-

tomation. 2nd) (1980 - 2000) Digital CCTVs and computer vision processing.

3rd) (2000 - nowadays) Semi-automated video-surveillance systems.

The third generation of video-surveillance systems has achieved a certain grade

of automation which allows to detect some suspicious human behaviors and to

give off the corresponding alarms. In most cases, these systems follow a similar

pattern to define their actuation methodology based on several sequential steps,

which mainly are the foreground objects detection (a), tracking (b) and behavioral

analysis (c):

(a) Foreground objects detection is a field with a large number of related works

and an advanced level of satisfactory results, but the algorithm selection for

a specific situation is complicated due to their different performance depend-

ing on the context and the scenario. There are several background subtraction

methods commonly employed in automated video-surveillance applications,

as is exposed in Stefano et al. (2011); Brutzer et al. (2011), and their results
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have been greatly improved in the last years using varied techniques such as

the formulated by Maddalena & Petrosino (2008); Reddy et al. (2011); Ver-

dant et al. (2011). On the other hand, some classic segmentation algorithms

continue being widely applied, as the ones derived from Gaussian mixture

models (Grimson & Stauffer, 1999; Zivkovic, 2004; Baf et al., 2008a), fuzzy

models (Zhang & Xu, 2006; Baf et al., 2008b) or a combination of both (Baf

et al., 2008c). Furthermore, other approximations can be interesting, such as

the multi-layer background subtraction based on color and texture suggested

by Odobez & Yao (2007). In any case, background subtraction techniques

have successfully evolved and are robust enough to be applied in the proposed

system. For this reason, a comparative study between the most representative

enumerated algorithms in the shopping malls video-surveillance context is

included in Section 3 for choosing the best option for our expert system.

(b) The bibliography about objects tracking is also extensive, but the results ob-

tained in this field are not always satisfactory because to develop generic algo-

rithms in this line is difficult. There are several tracking solutions for video-

surveillance, and their applicability depends on the scenario: traffic situations

(Alvarez et al., 2014), airports (Besada et al., 2005), maritime surveillance

(Szpak & Tapamo, 2011), sports events (Kayumbi et al., 2008), places in poor

lighting conditions (Wong et al., 2009; Gade & Moeslund, 2014), crowded

environments (Zhao & Nevatia, 2004; Wu & Nevatia, 2006; Li et al., 2008,

2009; Xing et al., 2009; Kuo et al., 2010; Kuo & Nevatia, 2011; Ali & Dailey,

2012; Chau et al., 2014a,b; Badie & Bremont, 2014; Walia & Kapoor, 2014;

Guan & Huang, 2015; Zhang et al., 2015), and so forth. However, there is

not any realistic approach in related works for conveniently solving the prob-
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lem of human tracking in a real-time video-surveillance system for shopping

malls. Besides, generic algorithms similar to the presented in Foresti et al.

(2005); Shah et al. (2007) do not offer satisfactory solutions for facing our

particular problem, because the surveillance conditions in a shopping mall

are very particular and, frequently, the images to process have low quality. It

is better to focus on the specific challenges than to search generic tracking

solutions, since each place has different and restrictive parameters. Attending

to this, in this paper a new tracking algorithm is presented to fit into this kind

of surveillance model for shopping malls. In Section 5, the theoretical con-

tributions of our tracking approach will be highlighted in several experiments

and they will be compared against the most recent state-of-the-art works.

(c) The behavioral analysis is an extensive field of study and, at present, some

of the major research efforts inside the expert video-surveillance systems are

directed in this line. There are multiple research topics related to this field:

human gesture and posture estimation (Cristani et al., 2012), biometrics eval-

uation (Bashir et al., 2008), semantic-based video retrieval (Hu et al., 2004)

or multi-camera behavioral analysis (Micheloni et al., 2005; Wang, 2013). In

this work, we propose several innovative behavioral analysis algorithms for

detecting risk situations in shopping malls which are mainly focused on alert-

ing about customers entries or exits in the establishments, suspicious behav-

iors as loitering and unattended cash desk situations, as detailed in Section 4.

This model implies a multi-camera system, in which assessing for every situ-

ation requires a different cameras placement.

Regardless of all the advances which has involved the third generation of

video-surveillance, there are some persistent high-level problems which block a
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higher grade of automation (Pavlidis et al., 2001): the low cooperation between

security systems, the extremely high valued assets insufficiently protected by ob-

solete technology or the excessive dependence on the intensive human concentra-

tion to detect and assess threats. Furthermore, there are other low-level problems

which are not efficiently solved (Räty, 2010): the tracking in low-quality videos,

occlusions between objects, algorithms executed in real-time, etc.

Due to the previous appreciations, some new concepts and approaches are

appearing in order to increase the quality of automation in video-surveillance, in-

cluded in what might be termed as a fourth generation of this kind of systems.

The objective of this incipient generation is to search for new solutions, mainly

based on networked, intelligent, multi-camera systems with integrated situational

awareness of complex and dynamic scenes. While in the third generation the great

efforts have been oriented in researching the issues underlying the above capabili-

ties, the goal of the fourth generation is now on the applicability of these concepts

in integrated systems, producing automated solutions for naturalistic surveillance

problems (Xu, 2007). The application of these video-surveillance strategies pro-

vides reliable solutions which give safety personnel a higher level of situational

awareness and allow they can react more quickly. Recently, these novel concepts

have been applied in other similar expert video-surveillance applications for solv-

ing some of the exposed problems, such as the systems implemented by Castro

et al. (2011); Albusac et al. (2011); Lim et al. (2014).

The work proposed in the present paper is framed in this fourth generation con-

text with the aim of designing an innovative system and fomenting the evolution

and automation of video-surveillance systems and their orientation to naturalistic

situations.
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3. Video pre-processing and human tracking

The design of a robust basis for identifying the objects of interest on the video

scenes and evaluating their trajectories along the time is essential. The aim is to

get a high hit rate in these previous tasks for making easier the subsequent de-

tection of suspicious behaviors and alarms in the automated video-surveillance

application for shopping malls presented in this paper. Therefore, the errors in

the video pre-processing and human tracking stages dramatically affect the effec-

tiveness of the final system. Due to this, these errors must be reduced as much as

possible.

The initial video-surveillance phases defined in this work are the following:

background subtraction, blob fusion, detections-to-tracks association based on

Kalman filtering and a LSAP solution and, finally, an occlusion management

based on visual appearance. The main goal of these algorithms is minimizing the

error propagation between them and providing useful information about human

trajectories to the final alarm processes for improving the general performance of

the system.

3.1. Background subtraction overview

The advanced level reached in background subtraction is evident according

to the state of the art, as shown in Section 2. In this work, some of the most

powerful background subtraction methods formulated in the last years are consid-

ered to compare their characteristics and select the best one for our expert video-

surveillance system in shopping malls.

The different techniques studied and tested in this paper are the following:

self-organizing method through neural network by Maddalena & Petrosino (2008),
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Gaussian mixture model by Zivkovic (2004), fuzzy model by Zhang & Xu (2006),

fuzzy mixture of Gaussian by Baf et al. (2008c) and multi-layer background sub-

traction based on color and texture by Odobez & Yao (2007). BGS library (Sobral,

2013) is used to implement the algorithms previously enumerated. This library

contains open versions of the different background subtraction methods which are

employed in this paper. Their parameters are adjusted by ROC computation on a

training subset with the aim of maximizing detection rate and keeping a low false

alarm rate.

Table 1 presents a quantitative evaluation of every method, which includes

their processing capacity in fps and the background subtraction metrics described

in Izadi & Saeedi (2008): DR (Detection Rate), Spec (Specificity) and FAR (False

Alarm Rate).

Table 1: Comparative study of the background subtraction statistics for each method adapted for

the video-surveillance application in shopping malls context.

Method Processing capacity DR Spec FAR

Maddalena & Petrosino (2008) 33.27 fps 59.32 % 93.20 % 42.42 %

Zivkovic (2004) 62.45 fps 61.19 % 97.95 % 17.70 %

Zhang & Xu (2006) 19.73 fps 54.36 % 97.41 % 23.46 %

Baf et al. (2008c) 38.46 fps 22.14 % 99.62 % 9.92 %

Odobez & Yao (2007) 20.18 fps 82.03 % 98.69 % 15.30 %

In addition, Table 2 includes some visual segmentation examples for each

method which had been taken from the employed private dataset described in

Section 5, which contains shopping mall scenes with people crowd, low illumina-

tion, shadow effects, noise, etc., in order to visualize the algorithms performance

in extreme (but naturalistic) conditions.
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Table 2: Conclusions and visual comparison between the background subtraction methods adapted

for the video-surveillance application in shopping malls context.

Method Conclusions Examples

Maddalena

& Petrosino

(2008)

In a shopping mall, people is constantly changing the place of clothes and

coat stands. Due to this, background model must be updated frequently,

and this algorithm is not adaptive enough for this situation.

Zivkovic

(2004)

Performance of this method has the finest quality-cost relationship. Al-

though it can generate some noise and shadow effects, this technique

provides acceptable results in a low processing time.

Zhang &

Xu (2006)

This algorithm is relatively consistent under pixelation and procures a

reasonable effectiveness, but it has a high computational cost which can

be a barrier in low-cost processing implementations.

Baf et al.

(2008c)

In spite of its low computational cost, pixelation and low illumination

situations affect excessively to this method, which are very negative lim-

itations for the proposed video-surveillance system.

Odobez &

Yao (2007)

The most effective of the algorithms: it defines clearly and completely

human figures even in conditions of low illumination and reduces shadow

effects. The inconvenient can be its elevated computational cost.

Processed scene Ground-truth
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Attending to the evaluation, the most effective background subtraction ap-

proach for the surveillance scenario studied in this paper is the proposed by Odobez

& Yao (2007). It yields high detection rates even in challenging conditions as

low illumination or pixelation, which are very common in several low-cost video-

camera pre-installed systems in shopping malls. However, the method suggested

by Odobez & Yao (2007) is an expensive algorithm in computational cost terms,

and its real-time performance in a multi-camera implementation only can be de-

ployed in systems with a very high processing capacity, which is not our goal.

For low computational cost solutions capable of working in real-time, the method

proposed by Zivkovic (2004) is a reasonable alternative and it is selected for our

expert video-surveillance application, because it also provides effective results

(which are improved in the tracking stage) and allows managing more cameras in

real-time.

As a final task for this stage, the segmented images obtained with background

subtraction are filtered applying the dilation (⊕) and erosion (⊖) iterations de-

scribed in Eq. 1, where S is the segmented image, F is the resulting filtered image

and K is a 3x3 kernel with the anchor at its center. The objective of this operation

is, firstly, filling spaces in granulated foreground objects with dilation, after this,

cleaning soft speckle noise with two erosion iterations and, finally, regularizing

the silhouettes with a dilation.

F = ((S ⊕ K) ⊖ K ⊖ K) ⊕ K (1)

3.2. Blob fusion

The designed blob fusion algorithm has the objective of correcting possible

deficiencies in foreground objects detection produced by segmentation errors, as
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incomplete or fragmented person figures in the segmented images. In some situ-

ations, the video frames have excessive noise or data loss due to the video trans-

mission from the shopping malls to the control center (see Section 4 and Fig. 6 to

understand these problems derived from the data communication model and the

usage of IP cameras). These difficulties cause poor segmentation results in some

cases, as is presented in Fig. 3, where a frame with data loss and strong pixelation

gives several foreground blobs where there is only one person, which is corrected

with our blob fusion method. This approach is also supported by Brutzer et al.

(2011), which opens a discussion about the usage of post-processing techniques

for correcting background subtraction errors.

(a) Original frame. (b) Segmented frame.

(c) Without blob fusion. (d) With our blob fusion.

Figure 3: Blob fusion application in a frame with a video data loss which produces incomplete

person figures after segmentation.
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Our blob fusion technique consists of combining foreground blobs identified

in a frame which can potentially correspond to one person. Let us define the

set of detected blobs B, where each element bi is characterized by the tuple

(x1,y1,x2,y2). These values represent the coordinates of the upper left and bot-

tom right corners of the detected rectangular blobs. In general, some elements of

the set can correspond to parts of the same person, and the objective is to search

certain position and size associations for fusing these elements and obtain the cor-

rect dimensions of each final detected object. In order to find these objects, three

conditions must be fulfilled. Firstly, a pair of blobs are considered as fusionable

candidates if the dimensions of any of them are lower than a limit l1 (see Eq. 2).

After this, it is necessary to look if these blobs are close to each other in the image

vertical Y axis, considering a limit l2 (see Eq. 3). Later, if previous conditions

are satisfied for the pair of candidate blobs, another condition is analyzed for de-

termining if they are in correlative positions in the horizontal X axis (see Eq. 4).

Finally, if the pair of candidates also satisfies this last condition, they are fused,

taking the coordinates for the new blob as defined in Eq. 5. As appreciation, when

a new fused blob (bnew) is added to B, the blobs bi and bj which generated it are

deleted from the set, where i ̸= j. The described process is reiterated for each

pair of elements belonging to B. The blob fusion method is repeated until n (the

size of B set) do not change in a complete iteration for all the pairs.

Fusion condition 1:

((x2bi
− x1bi

) · (y2bi
− y1bi

) < l1) ∨ ((x2bj
− x1bj

) · (y2bj
− y1bj

) < l1)

,where l1 ≈

n∑
k=1

(x2bk
− x1bk

) · (y2bk
− y1bk

)

n

(2)
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Fusion condition 2:

(y1bj
< y2bi

+ l2) ∨ (y1bi
< y2bj

+ l2)

,where l2 ≈

√√√√√ n∑
k=1

(y2bk
− y1bk

)

n

(3)

Fusion condition 3:

((x1bi
≥ x1bj

) ∧ (x1bi
≤ x2bj

)) ∨ ((x2bi
≥ x1bj

) ∧ (x2bi
≤ x2bj

)) (4)

Fused blob:

x1bnew
= min(x1bi

, x2bi
, x1bj

, x2bj
);

y1bnew
= min(y1bi

, y2bi
, y1bj

, y2bj
);

x2bnew
= max(x1bi

, x2bi
, x1bj

, x2bj
);

y2bnew
= max(y1bi

, y2bi
, y1bj

, y2bj
);

(5)

3.3. LSAP association of tracked objects

When the set of detected objects B is completely filtered, is the moment of

associating its elements with the recognized ones in the previous frames. For the

object tracking, an association method based on solving this problem as a Linear

Sum Assignment Problem (LSAP) is proposed in this paper. The theoretical clas-

sical definition of this problem given by Easterfield (1946) is well-known, but its

solution depends on the context where is applied and, for this reason, an adapted

technique is implemented for the video-surveillance system proposed in this work.
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Furthermore, Kalman filtering (Kalman, 1960) is employed to predict the future

positions and sizes of the tracked objects based on a constant velocity model.

As a first approximation, a cost matrix C is constructed to optimize the as-

sociations between the objects in the previous frames and the found ones in the

current frame, given by the set B and filtered in the previous system stage. Each

element cij is obtained from a cost function (fk) as expressed in Eq. 6.

cij(k) = fk =
√

|x0bj(k)
− x0ti(k−1)

|2 + |y0bj(k)
− y0ti(k−1)

|2 (6)

Let us define some of the new elements in Eq. 6: ti ∈ T is interpreted as

a set which contains the predicted positions from the Kalman filter and all the

trajectory information of the objects tracked; k is considered as a discrete time

variable, where k − 1 denotes the system state in the previous frame and k the

current state; and the pair (x0, y0) represents the centroid of an object in one of

the sets (B,T ), where x0 = x1+x2

2
and y0 = y1+y2

2
.

On the other hand, a result matrix R is defined, where each element rij is

calculated following Eq. 7.

rij(k) =

 1 if ti(k − 1) is assigned to bj(k),

0 otherwise,
(7)

With C and R, the LSAP solution designed is completely characterized, and

the optimization problem can be faced by iterating Eq. 8 to find all the associa-

tions.

(i, j) = argmin(fk(i, j))

/
i ∈ {B(k)}

j ∈ {T (k − 1)}
(8)
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Attending to Eq. 6, 7 and 8, also considering the objects entrances and exits

from the scene and the occlusions between them, our complete solution provided

for the object tracking and association is represented by the pseudo-code defined

in Algorithm 1.

As a first step, R is calculated to solve LSAP, obtaining the minimal cost com-

binations between the elements of T (k − 1) and B(k). Afterwards, the previous

information stored in T (k−1) for each object is refreshed with its current informa-

tion, given by its related bj(k) element in R. In the next stage, T (k) is completed

by adding the new objects appeared on the scene and deleting the disappeared

ones. The new objects to track are identified when a bj(k) has not any ti(k − 1)

associated in R, and the disappeared ones when a ti(k − 1) has not any bj(k) as-

sociated in R. As appreciation, the objects are not directly added or deleted from

T (k), they have an error margin time established with the aim of avoiding errors

produced by temporal false positive or false negative objects. This emargin is de-

fined as the number of frames which an object must stay on the scene to add it

permanently to T (k) or to delete it in the inverse situation. The value assigned

to emargin is approximately equal to the frame rate of the processed video and is

reduced to the half if the object has appeared or disappeared near the image limits.

The final step to complete the proposed method is to deal with one of the most

important problems associated to any tracking algorithm: the occlusions between

objects.

3.4. Occlusion management based on visual appearance features

When a tracked object is not occluded by others, it is easy to recognize it

in the next frame, because its position has not changed excessively and can be

predicted with techniques as the proposed tracking method based on Kalman pre-
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Algorithm 1 LSAP association of tracked objects.
Input: B in k instant and T in k − 1 instant.

Output: T in k instant.

Initialization: C is filled following Eq. 6, and R has initially all its elements as 0. Furthermore, m is considered as the
size of T (k − 1) and n as the size of B(k).

Algorithm:
{Stage 1. Solve R matrix by iterating Eq. 8.}
solved = 0;
while solved < min{m, n} do

mincij = +∞;
for i = 1 to m do

for j = 1 to n do
if cij < mincij then

mincij = cij ; mini = i; minj = j;
end if

end for
end for
if row(mini) and col(minj ) of R have all their elements as 0 then

rminiminj = 1; solved = solved + 1;
end if
cminiminj = +∞;

end while
{Stage 2. Associate the elements of T (k − 1) and B(k) using R.}
for i = 1 to m do

for j = 1 to n do
if rij == 1 then

ti(k) = ti(k − 1) refreshed with the new tracking information provided by bj(k);
end if

end for
end for
{Stage 3. Update T (k) with the appeared and disappeared objects.}
for j = 1 to n do

if col(j) of R have all their elements as 0 then
Add bj(k) in tm+1(k);

end if
end for
for i = 1 to m do

if row(i) of R have all their elements as 0 then
Delete ti(k);

end if
end for

{Stage 4. Manage T (k) occlusions as explained in Section 3.4.}
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dictions and LSAP association. However, if an object is in an occlusion situation,

the methods which are only based on the object position or direction are inad-

equate, because, specially in long occlusions, the trajectory of an object can be

substantially altered.

In a shopping mall context, tracking is focused on humans, which usually have

irregular and abrupt movements while they are observing or trying on clothes or

other products. For this reason, when an occlusion ends, the people can not be re-

identified conveniently using predictions of their positions. In order to minimize

the occlusion problems related to the non-regular trajectories of people in the stud-

ied environment, an occlusion management algorithm based on visual appearance

is suggested in this paper. This method complements the LSAP solution proposed

for the detections-to-tracks association, and the combination of both gives as a

result a powerful and robust tracking system oriented to video-surveillance of hu-

man behaviors.

On the one hand, if the predicted positions for two or more objects in T (k−1)

correspond to only one object in T (k), an occlusion has begun. On the other hand,

if the predicted position for one object in T (k − 1) corresponds to two or more

objects in T (k), an occlusion has ended.

The mechanism for occlusion management proposed in this work starts when

an occlusion is detected. At this moment, the visual features of everyone involved

in the occlusion are encapsulated, and these occluded people are tracked as a sin-

gle entity with the method described in Section 3.3, but the system knows during

all the occlusion that this entity is composed by two or more individuals. Finally,

when the occlusion finishes, the pre-occlusion features labeled with a numeri-

cal identifier for each individual are compared with the post-occlusion unlabeled
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features to relate them and re-identify each occluded person, thus, tracking them

individually again. For a better understanding, Fig. 4 displays the described ap-

proach for a simple two-people occlusion, where the basic idea behind the occlu-

sion management based on visual appearance can be perceived.

Figure 4: Graphical description of the proposed occlusion management method based on visual
appearance. The example shows a low complexity occlusion to understand the algorithm easily.
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The example shown in Fig. 4 is a simplistic way to visually understand the

proposed method. However, in more complex occlusions, there are other ques-

tions to solve related to the post-occlusion objects association, as can be seen in

the complete diagram of the occlusion management presented in Fig. 5.

Figure 5: Diagram of the management mechanism for situations of multiple occlusions.

When an occlusion finishes, people not always leave the group individually,

and it is common that some of them leave the occlusion in groups which con-

tinue occluded: for example, in occlusions of four people, they can leave it in two

groups of two people. In these situations, the association process between the fea-

tures saved for each person before the occlusion and the obtained ones from the

groups after the occlusion, is not person-to-person (as in the example of Fig. 4). In
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this case, it is a person-to-group association, where the features of an individual

before the occlusions are assigned to the group of people with the most similar

characteristics according to the SVM kernel measure. These new groups of peo-

ple originated after this separation continue being tracked as an occluded object.

The features of every individual are kept on each group until the occlusion finishes

completely or until the group goes out of the scene. If the occlusion finishes, each

person involved is recognized and tracked individually again. Obviously, it must

be remarked that the method described is focused on shopping malls where occlu-

sions involve approximately 8 people as maximum, for very crowded groups of

people, other research lines as the exposed in Zhao et al. (2012) can be followed.

The features employed for defining the human visual appearance are based on

several image descriptors, which can be used individually or combined, because

each applied descriptor has different properties which can be complementary. On

the one hand, GCH (Novak & Shafer, 1992) is a low computational cost descriptor

based on the color histogram of an object which, in spite of its simplicity, has a

great performance in order to differentiate people by the colors of their clothes. On

the other hand, LBP (Ojala et al., 1994) is a powerful texture descriptor also em-

ployed in human appearance with an efficient performance. Finally, HOG (Dalal

& Triggs, 2005) describes the shape of a person through its gradient distribution,

having a more expensive computational cost in comparison. The performance of

all these descriptors for our occlusion management method is tested in Section 5,

evaluating the results of each descriptor individually and combined between them.

With the aim of comparing the appearance features of a person before and after

of an occlusion, some SVM kernel functions similar to the employed in Moghad-

dam & Yang (2000) are implemented: linear (Eq. 9), polynomial (Eq. 10), sigmoid
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(Eq. 11) and radial basis (Eq. 12).

fl(va, vb) = vT
a · vb (9)

fp(va, vb) = (γ · vT
a · vb + µ)n (10)

fs(va, vb) = tanh(γ · vT
a · vb + µ) (11)

fr(va, vb) = e−γ·||va−vb||2 (12)

In kernels equations, va and vb are the appearance features vectors of an ob-

ject after and before the occlusion respectively, γ is a multiplier coefficient, µ is

a coefficient of degree zero and n is the degree of the polynomial kernel. After

evaluating the performance of these kernels in finding correspondences between

features, the polynomial kernel is chosen, with γ = 1, µ = 0 and n = 2. This

kernel models the distances non-linearly, but a low grade (n=2) is chosen to pre-

vent overfitting and higher computational costs. Besides, it compares not only

individual features but combinations of them, remarking appearance similarities.

As a last observation, this appearance method might be also applied on the

association of the non-occluded people along the sequence to fill the cost matrix

values in the LSAP algorithm. However, if only appearance is used for tracking,

the total computational cost will rise. Furthermore, in situations where there is not

any occlusion, the results will be similar than employing a positional metric. For

this reason, appearance is only used in situations where the positional reference

of a person is lost, and these situations are mainly the occlusions.

4. Alarm detection in shopping malls

After defining a solid base for video pre-processing and human tracking, the

alarm detection can be faced with a high guarantee of success in our expert video-
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surveillance system for shopping malls. In this context, the objective is to give off

alarms which allow to detect certain risk situations or suspicious behaviors inside

the stores. As shown in Fig. 6, the high-level view of the proposed system consists

of a multi-camera approach where three differentiated shop zones are under mon-

itoring. Each zone has a particular situation to evaluate: entry or exit of people in

the entrance zone, loitering events in the shop interior and unattended cash desk

situations in the payment area. The video information from the IP cameras in the

shopping malls is sent employing a Web-based communication, and the data loss

and pixelation effects derived from low bandwidth circumstances must be taken

into account. The video data is processed depending on the camera situation and

the alarms which must give off. Finally, the detected alerts are presented to the hu-

man operators in the control center, who can manage a higher number of cameras

than using traditional video-surveillance systems.

4.1. Shop entry or exit control

The importance of alerting about the entries and exits of people in the shops

resides in the detection of possible risky crowded situations when too many people

enter inside the store and the vigilance on the exits of people showing suspicious

behaviors like running away. The method proposed for this task is based on ana-

lyzing the trajectories of people in the entrance zones.

The first step consists in identifying the line of entrance to the shop because,

depending on the particular store and the camera location, this can be placed in

different positions and orientations. This task is manually made by human oper-

ators employing a simple interface in a previous system configuration, where the

dividing line between the exterior and interior of the shop must be marked.

The alert process in this situation starts when a person over pass the defined
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Figure 6: Multi-camera approach designed for the alarm detection defined in our expert video-
surveillance system for shopping malls.

line r. If this person is considered as a tracked object in the previous video-

surveillance stages and defined as ti(k), the alarm is given off if r(k) ∩ ti(k). Af-

terwards, the next step must determine if the person is entering or exiting, which

is evaluated considering its direction in the last frames with respect to the en-

trance line. The direction of a person is given in degrees and calculated following

Eq. 13, which estimates the average angle of its trajectory in the last frames, con-

sidering the centroid position of the person in each moment as reference. The

angular model employed can be observed in Fig. 7, where an example entrance

line oriented on a 60◦ position is represented and the corresponding ranges of an-

gles for entry and exit trajectories are shown. Finally, Fig. 8 depicts a real sample
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sequence of both entry and exit situations.

αti(k) =

kc∑
k=ki

∣∣∣∣∣arctan

(
|y0ti(k)

− y0ti(k−1)
|

|x0ti(k)
− x0ti(k−1)

|

)
+ βti(k)

∣∣∣∣∣
kc − ki

,where βti(k) =



−90 if ((x0ti(k−1)
> x0ti(k)

) ∧

(y0ti(k−1)
> y0ti(k)

))

+90 if ((x0ti(k−1)
> x0ti(k)

) ∧

(y0ti(k−1)
< y0ti(k)

))

−270 if ((x0ti(k−1)
< x0ti(k)

) ∧

(y0ti(k−1)
< y0ti(k)

))

+270 if ((x0ti(k−1)
< x0ti(k)

) ∧

(y0ti(k−1)
> y0ti(k)

))

(13)

Figure 7: Example of the angular model proposed for the entry and exit trajectories directions if
the entrance line is oriented on 60◦.
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Figure 8: A real example of an alarm given off by the detection of entry and exit events: 1. A man
appears on scene, but he is not still marked because he has not arrived to the entrance line.
2. When the man arrives to the entrance line, the system determines that he is exiting from shop.
3. A woman appears on scene with an entry direction. 4. After an occlusion produced by a cross-
ing, the man and the woman bounding boxes preserve their trajectories. 5. The man disappears
from the scene and the woman continues being tracked until she also goes out of the scene.

4.2. Detection of suspicious behaviors as loitering

In the interior zones of a shop, where the products are exposed, it is possible

that malicious clients can commit a theft. In these situations, the shopping mall

owners want to protect specific zones, specially where the more expensive articles

are located. Attending to this, our system gives off alarms when a person has a

suspicious behavior of loitering around a specific zone of the shop. As stated in

Candamo et al. (2010), loitering is defined as the presence of an individual in an

area for a period of time longer than a given time threshold.

The first step is to mark the specific risk zones, which can be selected by

the human security officers with a simple implemented interface. After this, the

system starts to evaluate the trajectories of the tracked people to determine if any

of them is loitering in a risk zone for a long time. Our approach employs the

positional tracking information of each object along the time and compares it

with the position of the risk zone. If the person has its body completely inside the

risk zone for an specific time (kl), the loitering alarm is given off. Empirically, kl

is a time around 30 seconds that has been determined by security experts. This
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algorithm also considers the percentage of body that the suspicious person has

inside the risk zone, increasing slowly its alarm ratio (ka) if the person has not the

whole body inside this zone, as is exposed in Eq. 14, where kc is the current time,

ki is the time when the object enters inside the zone and w and h are the width and

height of the bounding boxes of the suspicious person (ti) and the risk zone (r).

kati(k)
=

kc∑
k=ki

wti(k)∩r(k) · hti(k)∩r(k)

wti(k) · hti(k)

(14)

The human security operators can easily visualize the evolution of people with

loitering behaviors through the system interface, as shown in the real application

example presented in Fig. 9. A color degradation between green and red is em-

ployed for representing the blob of a suspicious person depending of its ka (see

Eq. 14). When the loitering alarm is given off (ka ≥ kl), the color of the blob is

completely red and an alert icon appears for the suspicious person.

4.3. Unattended cash desk situations

The zone where the customers pay their purchases must be specially protected

because the money contained in the cash register could be stolen. In order to alert

the security officers about an unattended cash desk with someone loitering around

it, an specific alarm is designed for preventing possible thefts.

The model proposed for this situation is analogue to the one exposed for the

loitering alarms: if there is some person loitering near the cash desk as explained

in Eq. 14 and there is not shop personnel detected in the cash desk zone, an alarm

is given off, as was seen in the example C of Fig. 1. However, in this case the kl es-

timated is around only 5 seconds, because this is a situation considered more risky

and the control center must be quickly warned about it. In order to understand this

kind of alarm, the three typical cash desk situations are shown in Fig. 10.

29



  

Figure 9: A real example of an alarm given off by the detection of a loitering event: 1. A person
labeled as t12 appears on scene without alarm ratio. 2. t12 stays some time in the risk zone and its
alarm ratio grows, as can be appreciated in its blob color. 3. t12 leaves the risk zone, but its alarm
ratio is kept in case it enters again. 4. Another person labeled as t11 enters in the risk zone and,
after staying some time, its alarm ratio grows. 5. t11 leaves the scene without giving off a loitering
alarm because it has not stayed in the risk zone a time kl. 6. t12 returns to the risk zone and its
alarm ratio grows. 7. t12 produces a loitering alarm after exceeding kl. 8. t12 leaves the risk zone,
but it continues being tracked as suspicious in order to keep watch over it. [Best viewed in color]

(a) Attended cash desk. (b) Unattended cash desk with-
out people near it.

(c) Unattended cash desk with
people near it.

Figure 10: A real example of the most typical cash desk situations.
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5. Experiments

The main results derived from this work validate our expert video-surveillance

alarm system for shopping malls. The experiments carried out are divided into two

groups: the test of the proposed tracking algorithm and the analysis of the methods

proposed for alarm detection in shops.

The experiments were carried out in a computer with the following features:

an Intel Core i7 2.80 GHz processor and a 4 GB RAM. This is also applicable for

the Table 1 presented in Section 3.1.

For tracking results evaluation, the public CAVIAR dataset (Fisher, 2004) is

employed in order to compare our results with the obtained in other works where

tracking is also used for multi-occlusion environments. CAVIAR is the public

dataset most approximated to the conditions for this kind of video-surveillance

application.

However, for the test of the alarm detection in shopping malls proposed in

this work there is not any public dataset which contains videos with the specific

alert situations defined in this paper. Due to this, a private dataset is employed,

which is composed of videos with naturalistic shop situations and conditions as

low illuminated zones, shadow effects, noise, frame loss and crowds. The original

complete collection of videos from this dataset can not be published due to legal

privacy restrictions, but their characteristics can be observed in Table 1 and Fig. 1,

2, 3, 4, 8, 9 and 10, where there are some frames presented from this dataset,

which was digitized at 10 fps in the resolution of 352 x 288 pixels.

5.1. Tests for human tracking

The experiments proposed are focused on our people tracking approach and

the occlusion management based on visual appearance.
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With the aim of understanding the tracking evaluation carried out, Fig. 11 is

presented. This sequence of images has been extracted from one of the videos of

the CAVIAR dataset where the designed tracking method is tested. The occlusion

management influence is obvious in this example and it can be seen how the peo-

ple is correctly re-identified when the different occlusions finish. Furthermore, the

behavior of other previous video-surveillance stages as background subtraction or

blob fusion can be perceived. It demonstrates the importance of all the stages

designed for our expert video-surveillance system and how they must interact to

achieve the final goal.

There are several state-of-the-art papers where tracking for multi-occlusion

environments is tested on the CAVIAR dataset, such as Zhao & Nevatia (2004);

Wu & Nevatia (2006); Li et al. (2008). In these works, the tracking effectiveness is

analyzed with some indicators related to the performance of the algorithms when

occlusions between people appear on scene. In Zhao & Nevatia (2004); Wu &

Nevatia (2006), the evaluation is focused on the occlusion duration: if occlusion

is shorter than 50 frames, it is considered as a short-term occlusion (SO) and, oth-

erwise, it is considered as a long-term occlusion (LO). In Li et al. (2008), it is also

taken into account the number of people involved in the occlusion. Furthermore,

there are differences between the events defined in Zhao & Nevatia (2004); Wu

& Nevatia (2006) and the ones in Li et al. (2008), because the number of videos

evaluated from the CAVIAR dataset and the criteria are slightly different in each

one. In order to fairly test our tracking method, the criteria determined in Li et al.

(2008) is followed. The results obtained are shown in Table 3, where our method

is tested using the different visual appearance features defined for occlusion man-

agement in Section 3.4.
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Figure 11: Example of tracking evaluation carried out for the video “ShopAssistant1cor.mpg”
from the public CAVIAR dataset: 1. t1 and t2 appear on scene. 2. The trajectories of t1 and t2
intersects and they get occluded. 3. The occlusion disappears and t1 and t2 are re-identified with
its correct label. Furthermore, t3 appears on scene. 4. t1 and t2 disappear from scene. 5. t3 is
abandoning the scene. 6. After several frames without activity, a group of three occluded people
labeled as t4 goes out from the shop. 7. The occlusion between the three people of the group
labeled as t4 is detected, and each person starts to be individually tracked as t6, t7 and t8. 8. t9
appears on scene. 9. An occlusion between t6 and t9 starts. 10. t7 enters in the occlusion between
t6 and t9. 11. t6 abandons the occlusion and is correctly re-identified. 12. The occlusion between
t7 and t9 finishes and both are re-identified with their correct labels. After this, the sequence finally
concludes.
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Table 3: Performance comparison between our approach for people tracking in the CAVIAR
dataset and the proposed by Zhao & Nevatia (2004); Wu & Nevatia (2006); Li et al. (2008).

Method Occlusion complexity indexes Overall fps
2 3 4 ≥5 SO LO

Zhao & Nevatia (2004) N/A N/A N/A N/A 34/66 6/11 40/77 (51.9%) ≈ 3
Wu & Nevatia (2006) N/A N/A N/A N/A 39/66 9/11 48/77 (62.3%) ≈ 0.1
Li et al. (2008) (independent trackers) 12/18 10/17 2/6 1/4 12/17 13/28 25/45 (55.6%) ≈ 10
Li et al. (2008) (sequential tracking) 17/18 15/17 3/6 2/4 16/17 21/28 37/45 (82.2%) ≈ 10
Our method (with GCH) 15/18 10/17 0/6 0/4 11/17 14/28 25/45 (55.6%) 55.03
Our method (with LBP) 12/18 10/17 1/6 0/4 13/17 10/28 23/45 (51.1%) 53.76
Our method (with HOG) 13/18 12/17 1/6 1/4 13/17 14/28 27/45 (60.0%) 50.22
Our method (with GCH + LBP) 18/18 12/17 2/6 0/4 13/17 19/28 32/45 (71.1%) 52.85
Our method (with GCH + HOG) 17/18 14/17 1/6 1/4 15/17 18/28 33/45 (73.3%) 49.24
Our method (with LBP + HOG) 17/18 12/17 2/6 1/4 15/17 17/28 32/45 (71.1%) 48.32
Our method (with GCH + LBP + HOG) 18/18 16/17 3/6 1/4 16/17 22/28 38/45 (84.4%) 47.02

Attending to the tests of Table 3, the results of our method are in most cases

superior than the ones achieved in Zhao & Nevatia (2004); Wu & Nevatia (2006)

and in Li et al. (2008) with independent trackers. Moreover, for the combination of

GCH + LBP + HOG appearance features, results are comparable to the obtained

in Li et al. (2008) with sequential tracking, but the computational cost of our

method is lower, having a processing capacity for tracking near to 50 fps. As can

be appreciated in Table 3, the performance of our method is better if some image

descriptors are combined for the occlusion management, because the features are

complementary and reflect different characteristics of people. Hence, the hit rates

obtained using GCH + LBP + HOG are slightly superior than the ones achieved

in Li et al. (2008), which only uses one image descriptor for appearance: DCH

(Dominant Color Histogram). However, for occlusions of more than 5 people, it

also must be indicated that Li et al. (2008) slightly outperforms our method.

Currently, human tracking in crowded environments is a research topic in a

constant evolution and, apart from the papers previously analyzed in Table 3, there
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are other more recent works where interesting tracking methods are applied, such

as Xing et al. (2009); Li et al. (2009); Kuo et al. (2010); Kuo & Nevatia (2011);

Ali & Dailey (2012); Chau et al. (2014a,b); Badie & Bremont (2014); Guan &

Huang (2015); Zhang et al. (2015). In these recent works, tracking evaluation is

not focused on occlusion situations, as seen in the results of Table 3. The applied

methodology to determine the precision in these latest cases of study consists on

evaluating the trajectory of the tracked people. According to these new metrics,

MT (Mostly Tracked) means that more than 80% of the trajectory is correctly

tracked, PT (Partially Tracked) means that between 20% and 80% of the trajec-

tory is correctly tracked and ML (Mostly Lost) means that less than 20% of the

trajectory is correctly tracked. GT is the number of trajectories in the ground-truth

of the test videos. Depending on the work, a slightly different number of trajec-

tories is evaluated as GT, but in our case we follow the criteria stated in Li et al.

(2009) for the CAVIAR dataset, where 143 trajectories are evaluated. According

to the previous considerations, we show more results in Table 4 using these met-

rics based on trajectories in order to compare the performance of our approach

against the newest tracking algorithms appeared in the state of the art.

The results presented in Table 4 demonstrate how the performance of our

method using appearance features based on GCH + LBP + HOG is comparable

and slightly superior to the most recent state-of-the-art approaches. We achieve an

86.7% in MT, while the best state-of-the-art tracking methods recently published

obtain a slightly lower precision of 86.4% (Chau et al., 2014a; Badie & Bremont,

2014). Besides, our algorithm also has a remarkable processing speed near to

50 fps, while the fastest method in the recent state of the art obtained a speed of

approximately 31 fps (Zhang et al., 2015).
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Table 4: Performance comparison between our approach for people tracking in the CAVIAR
dataset and the proposed by Xing et al. (2009); Li et al. (2009); Kuo et al. (2010); Kuo & Nevatia
(2011); Ali & Dailey (2012); Chau et al. (2014a,b); Badie & Bremont (2014); Guan & Huang
(2015); Zhang et al. (2015).

Method GT MT PT ML fps
Xing et al. (2009) 140 118/140 (84.3%) 17/140 (12.1%) 5/140 (3.6%) ≈ 5
Li et al. (2009) 143 121/143 (84.6%) 20/143 (14.0%) 2/143 (1.4%) ≈ 10
Kuo et al. (2010) 143 121/143 (84.6%) 21/143 (14.7%) 1/143 (0.7%) ≈ 4
Kuo & Nevatia (2011) 143 123/143 (86.0%) 19/143 (13.3%) 1/143 (0.7%) ≈ 7
Ali & Dailey (2012) 146 112/146 (76.7%) 34/146 (23.3%) 0/146 (0.0%) ≈ 3
Chau et al. (2014b) 140 120/140 (85.7%) 16/140 (11.4%) 4/140 (2.9%) N/A
Chau et al. (2014a) 140 121/140 (86.4%) 15/140 (10.7%) 4/140 (2.9%) N/A
Badie & Bremont (2014) 140 121/140 (86.4%) 12/140 (8.6%) 7/140 (5.0%) ≈ 5
Guan & Huang (2015) 146 119/146 (81.5%) 26/146 (17.8%) 1/146 (0.7%) ≈ 5.5
Zhang et al. (2015) 143 122/143 (85.3%) 19/143 (13.3%) 2/143 (1.4%) ≈ 31
Our method (with GCH + LBP + HOG) 143 124/143 (86.7%) 19/143 (13.3%) 0/143 (0.0%) 47.02

As deduced from the theoretical explanations given in previous sections, the

successful performance of our method for people tracking is due to the usage of

an association based on Kalman filtering and a LSAP optimization combined with

an occlusion management that uses visual appearance based on features such as

GCH, LBP and HOG. Other recent state-of-the art approaches such as Zhang et al.

(2015) are only based on trajectories without using any kind of visual appearance

information and, in consequence, they obtain worse results for tracking, as cor-

roborated in Table 4. Due to this, other recent proposals that apply appearance

descriptors such as Chau et al. (2014a,b); Badie & Bremont (2014) obtain results

more similar to the achieved by our method, but they use features only based on

color histograms and, for this reason, our algorithm has a slightly superior preci-

sion. Finally, in works such as Ali & Dailey (2012); Guan & Huang (2015), other

techniques based on head tracking are carried out, but as shown in Table 4, these

approaches do not perform a tracking so robust as the methods based in the whole

body appearance.
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5.2. Tests for alarm detection in shopping malls

The alarms designed in this paper for shopping malls are difficult to evalu-

ate and compare because there is not any public dataset which completely fulfills

the demanded requirements. Additionally, there is not any related bibliography

available for some of the defined kind of alarms in similar scenarios. Fortunately,

the private dataset of videos captured from cameras in naturalistic shopping mall

situations which is employed in this work allows to carry out the necessary ex-

periments to validate our system, also considering an associated ground-truth of

alarms manually annotated.

For entrance and interior situations, this private dataset has two videos of one

hour for each case, and for cash desk there is one video of one hour, five hours of

real surveillance in total. The percentages of success obtained in the tests of these

high-level alarms in shopping malls can be observed in Table 5 for each video and

risk situation. Furthermore, it must be noted that for entries and exits there are

12 false negatives and 4 false positives (the remaining errors are entries marked as

exits and vice versa), and for loitering there are only 2 false positives. In cash desk

situations, there is only one alarm event that can be considered as risk situation,

but the important conclusion for this kind of alert is that the system is stable and

it does not generate false positives or negatives.

These results for alarm detection are satisfactory enough and, with these per-

centages of success, our expert video-surveillance system helps widely to the hu-

man security officers in the control center. By employing this application, a hu-

man operator can attend to the risk events of approximately the double number

of cameras than by using a traditional monitoring system, because the additional

information contributed by our automated system assumes an added value for the
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human security officer, specially when the fatigue starts concerning after several

working hours. Besides, our method also can be employed for off-line batch pro-

cesses of forensic video analysis, with the aim of evaluating legal matters in past

records and highlighting people of interest and suspicious behaviors in the off-line

videos.

Table 5: Results obtained for alarm detection in shopping malls employing a private naturalistic
dataset.

Alarms
Video Entry Exit Loitering Unattended c. d. Overall
Entrance A 426/480 435/512 0/0 0/0 861/992 (86.8%)
Entrance B 76/99 41/60 0/0 0/0 117/159 (73.6%)
Interior A 0/0 0/0 22/24 0/0 22/24 (91.6%)
Interior B 0/0 0/0 17/18 0/0 17/18 (94.4%)
Cash desk 0/0 0/0 0/0 1/1 1/1 (100.0%)
Overall 502/579 (86.7%) 476/572 (83.2%) 39/42 (92.8%) 1/1 (100.0%)

6. Conclusions

Automated video-surveillance systems must employ effective low computa-

tional cost algorithms in order to process alarms in the greatest number of cameras

possible with satisfactory and real-time results. There are a lot of works based on

multi-camera systems which offer solutions with solid results but do not take into

account the processing time and only can manage a reduced number of cameras

in real-time, as is studied in Wang (2013). Our approach, focused on a com-

plete surveillance of a shopping mall, can operate in a naturalistic multi-camera

model efficiently, even in difficult conditions originated by video compression

and low quality images derived from a previous data transmission to the control

center. This efficiency allows managing several cameras for each risk situation

considered: shop entrance cameras for entry and exit events, shop interior cam-
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eras for detecting suspicious behaviors as loitering and shop cash desk cameras

for avoiding unattended cash desk situations. The study of this specific alarms in

a shopping mall context by our expert video-surveillance system is a contribution

to the state of the art, because there are not concrete related works that consider

this specific kind of suspicious behaviors in shops.

The alarms given off by the system must be accurate and, due to this, the pre-

vious stages before processing the risk events produced in a shopping mall must

be designed with the aim of reducing errors. In this paper, the tracking method

based on a LSAP solution provides an efficient model in order to identify people in

the video frames along the time, specially if its combination with the appearance

algorithm is considered for managing occlusions in crowd situations. Nowadays,

the tracking solution presented has an effectiveness superior or at least compa-

rable to similar methods of the state of the art and our approach also procures a

remarkable improvement in processing capacity. In the tracking results presented

along this paper, the performance of our tracking method in occlusion situations

has been compared to some classic algorithms such as Zhao & Nevatia (2004);

Wu & Nevatia (2006); Li et al. (2008), where our method outperforms the perfor-

mance of these approaches. The remarkable precision of our tracking algorithm is

due to the addition of visual appearance information in occlusions management,

because other recent state-of-the-art proposals such as Zhang et al. (2015) are only

based on trajectories and they obtain worse results. However, in recent works such

as Chau et al. (2014a,b); Badie & Bremont (2014) visual appearance is also used,

but our tracking method obtains better results because our appearance is based

on a combination of GCH, LBP and HOG features, while the previously cited

works are mainly based on only color histograms information. In addition, there
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are other recent papers based on head tracking such as Ali & Dailey (2012); Guan

& Huang (2015), but these approaches do not perform a tracking so robust as the

methods based in the whole body appearance. For all these reasons, our track-

ing algorithm can be considered a great contribution to the expert and intelligent

systems research, which could be also applied in other similar applications apart

from the video-surveillance context described in this paper.

In future works, other type of features apart from the used in our people track-

ing could be proposed for describing visual appearance in this kind of systems,

such as the fast binary descriptors, which have been satisfactorily tested in other

computer vision areas related to video-surveillance such as place recognition (Ar-

royo et al., 2014a,b, 2015). As other future upgrade to our expert system, the

conditions applied in blob fusion method can add a global score for each blob

candidate in order to create a hypotheses search space in which to find the highest

scoring fusion proposal. Moreover, other interesting research line would be the

implementation of a similar system with collaborative cameras where 3D infor-

mation can provide a higher situational awareness. In addition, the usage of stereo

cameras instead of monocular vision could be an interesting upgrade in order to

make easier the extraction of tridimensional data. Finally, some other interest-

ing future research directions for the expert systems with applications commu-

nity could be derived from the present work, such as obtaining a higher level of

automation in the surveillance processes presented in this work. Currently, our

system needs the supervision of a human operator to manage the alarms given off

when suspicious behaviors are detected. However, powerful machine learning al-

gorithms could be applied in the future with the aim of completely automatizing

all the surveillance tasks.
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• Tracking-by-detection based on segmentation, Kalman predictions and
LSAP association.

• Occlusion management: SVM kernel metric for GCH + LBP + HOG
image features.

• Overall performance near to 85% while tracking under occlusions in
CAVIAR dataset.

• Human behavior analysis (exits, loitering, etc.) in naturalistic scenes
in shops.

• Real-time multi-camera performance with a processing capacity near
to 50fps/camera.
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