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Abstract

Power line communications (PLC) is a technology that combines power and data transmission through
the mains network. Although the concept of using the electrical wiring as communication channel
dates back to the beginning of the 20th century, in recent years the interest in using PLC technology for
in-home and out-door applications has grown considerably. This is because PLC is expected to play
an important role in the development of smart grid and smart energy, as well as in the implementation
of high-speed networks within the home (HAN networks) for the development of the Internet of
Things (IoT). Nevertheless, PLC is not restricted to first-mile/last-mile applications, but today it is
also an attractive solution for applications on transportation platforms (vehicles) because it simplifies
the design, lowers the development cost and reduces weight.

However, the electrical network was not designed for communication purpose, and thus the
channel frequency response of the power grid presents several and really deep frequency fades.
Furthermore, the PLC noise is actually the combination of different types of noises. Therefore,
systems with a very good performance are needed. In this sense, the standard: “IEEE Standard for
Broadband over Power Line Networks: Medium Access Control and Physical Layer Specifications”
(IEEE 1901) specifies two different modulation schemes. On the one hand, a windowed orthogonal
frequency division multiplexing (windowed OFDM), which is a discrete Fourier transform (DFT)-
based multicarrier modulation (MCM) system. On the other hand, an extended lapped transform
(ELT)-based MCM, called by the standard as wavelet OFDM, which is a cosine modulated filter bank
(CMFB). The main objective of this thesis is to develop an efficient ELT-based MCM transceiver,
following the IEEE 1901 specifications, showing its performance and its feasibility for broadband
PLC.

A review of the most important aspects of the modulation scheme to obtain the wavelet OFDM
transmitter recommended is first given. In this way, one of the novel contributions of this thesis is the
efficient implementation of the recommended transmitter and the proposal of a viable and compatible
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receiver, with special emphasis on the fact that the time-domain waveform signal proposed by the
standard is not the same that appears in the most of the available literature. Besides, the characteristics
of the recommended prototype filters, such as the trade-off between the stopband attenuation and
the transition bandwidth of the frequency responses and the perfect reconstruction property (PR) are
studied. Likewise, the proposed prototype filters may not achieve the best performance, so alternative
waveforms are studied and compared.

Given that the new communication systems are demanding higher data rate, the second main topic
tackled in this thesis is related to the data rate. Since the filter bank multicarrier (FBMC) systems do
not need any kind of redundancy (cyclic prefix or zero padding), it is supposed that they can achieve
better performance in terms of transmission rate. However, the study of data rate in the wavelet
OFDM systems remains an open topic, therefore, the theoretical expressions to obtain the achievable
data rate of the baseband wavelet OFDM system are derived. The equations derived take into account
that the noise presented in the power line network can not be modelled as additive white Gaussian
noise (AWGN) and that an Adaptive Sine-modulated/Cosine-modulated filter bank Equalizer for
Transmultiplexer (ASCET) has been employed as equalization technique.

Once the baseband ELT-MCM system is implemented, with the goal of extending its applications
and achieving higher data rate, a passband version is studied and proposed. In the same way that for
the baseband case, an efficient implementation is proposed and the computational cost associated to
the fast implementation algorithm is obtained. Moreover, the theoretical expressions necessary to
calculate the data rate of this new system are also derived.

Finally, the ELT-MCM system performance, in terms of bit-error-rate (BER) and achievable data
rate, has been thoroughly studied and compared with windowed OFDM system performance. For
that, different PLC channels, including in-home (low-voltage) and transportation platform (in-car
and in-aircraft) scenarios, have been considered. Thus, in this thesis a summary of the different PLC
channel and noise models has been performed.



Resumen

La comunicación a través de la red eléctrica (PLC) es una tecnología que combina la transmisión de
energía y datos. Si bien el concepto de emplear el cableado eléctrico como canal de comunicación
data de comienzos del sigo XX, en los últimos años el interés de emplear la tecnología PLC para
aplicaciones dentro y fuera del hogar ha crecido notablemente. Esto se debe a que se espera que
PLC juegue un papel importante en el desarrollo de los conceptos “ciudad inteligente” y “energía
inteligente”, así como en la implementación de redes de alta velocidad dentro del hogar (redes HAN)
para el desarrollo del Internet de las cosas (IoT). No obstante, el uso de PLC no está restringido sólo
a aplicaciones en el primer/último tramo del par de abonado, sino que hoy en día también es una
solución atractiva para aplicaciones en plataformas de transporte (vehículos) debido a que simplifica
el diseño, disminuye el coste de desarrollo y reduce peso.

Sin embargo, la red eléctrica no fue diseñada con la finalidad de enviar información a través de
ella, por lo que el canal PLC presenta muchos y severos desvanecimientos en frecuencia. A esto hay
que añadirle que el ruido presente en el canal es en realidad la combinación de diferentes tipos de
ruido. Por todo ello, son necesarios sistemas que proporcionen un muy buen rendimiento. En este
sentido, el estándar: “IEEE Standard for Broadband over Power Line Networks: Medium Access
Control and Physical Layer Specifications” (IEEE 1901) especifica dos esquemas de modulación
distintos. Por un lado, una multiplexación por división de frecuencia ortogonales enventanada
(windowed OFDM), la cual es una modulación multiportadora basada en la transformada discreta de
Fourier. Por el otro, una modulación multiportadora basada en la transformada extendida solapada
(ELT-MCM), denominada por el estándar como wavelet OFDM, que se trata de un banco de filtros
coseno modulado (CMFB). El objetivo principal de esta tesis es desarrollar un transceptor eficiente
ELT-MCM, siguiendo las especificaciones del estándar IEEE 1901, demostrando su rendimiento y
su viabilidad para comunicaciones PLC de banda ancha mediante la comparación con el esquema
windowed OFDM.
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En primer lugar, se presenta una revisión de los aspectos más importantes del esquema de
modulación para obtener el transmisor ELT-MCM. De esta forma, una de las novedosas contribuciones
de esta tesis es la implementación eficiente del transmisor recomendado y la propuesta de un receptor
viable y compatible, haciendo especial énfasis en que la forma de onda propuesta por el estándar
no es la misma que aparece en la mayoría de la bibliografía disponible. Además, se estudian
las características de los filtros prototipos recomendados, tales como la relación de compromiso
entre la atenuación de la banda eliminada y el ancho de la banda de transición, y la propiedad de
reconstrucción perfecta (PR). Así mismo, es posible que los filtros prototipos propuestos no consigan
el mejor rendimiento, por lo que otras formas de onda son estudiadas y comparadas.

El segundo tema principal abordado en esta tesis está relacionado con la velocidad de transmisión.
Puesto que los sistemas de bancos de filtros multiportadora (FBMC) no emplean ningún tipo de
redundancia (prefijo cíclico o rellenado de ceros) éstos pueden alcanzar un mejor rendimiento en
términos de velocidad de transmisión. Sin embargo, el estudio del throughput en los sistemas wavelet
OFDM sigue siendo un tema abierto, por lo tanto, en esta tesis se derivan las expresiones teóricas para
obtener la capacidad y throughput de este tipo de sistemas. Las ecuaciones aquí presentadas tienen
en cuenta que el ruido PLC no puede ser modelado por ruido blanco Gaussiano (AWGN) y asumen
que se ha empleado la técnica de igualación Adaptive Sine-modulated/Cosine-modulated filter bank
Equalizer for Transmultiplexer (ASCET).

Una vez que el sistema en banda base ELT-MCM es implementado, con el objetivo de extender su
aplicación y alcanzar una mayor tasa de transmisión, se diseña una versión paso banda. Del mismo
modo que para el caso banda base, se propone una implementación eficiente y se estudia el coste
computacional asociado al algoritmo rápido de implementación. Así mismo, las expresiones teóricas
necesarias para calcular la velocidad de transmisión de este nuevo sistema son derivadas.

Finalmente, el rendimiento del sistema ELT-MCM, en términos de tasa de error de bit (BER) y de
velocidad de transmisión, ha sido detalladamente estudiado y comparado con el rendimiento obtenido
por el sistema OFDM enventanado. Para ello, se han empleado diferentes escenarios PLC, incluyendo
escenarios dentro del hogar (de baja tensión) y plataformas de transporte (en concreto automóviles y
aeronaves). Por ello, en esta tesis se ha realizado un resumen de los diferentes modeles de canal y
ruido PLC.
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CHAPTER 1

Introduction

1.1 Motivation

Communications through the electrical power lines, also known as power line communications (PLC),
will play an important and crucial role in the development of “Smart Energy”, which is aimed at
making electricity delivery more reliable, economical and sustainable. Besides, since PLC implements
high-speed home area network (HAN) with reduced development cost, it could be a good choice for
solving some problem associated to the “Internet of Things” (IoT). For instance, sensor, cameras,
connectors, systems for pedestrian and traffic sign detection, autonomous driving, among other
applications, are increasingly important components of the current vehicles in the automotive sector
impacting on their cost, reliability and maintenance. Likewise, in the aeronautic domain there is
a trend to replace the pneumatic and hydraulic energy sources with electrical ones, however, each
electric system needs a power supply and a communication network [1]. Consequently, the use of PLC
may also be extended to transportation platforms (vehicles) applications [2–4], due to the fact that it
combines the power and data transmission, simplifying the design and reducing the development cost
and the weight.

Different communication standards have been proposed with the aim of normalizing the data
transmission through the electrical wiring. On the one hand, the physical layer specification for
narrowband PLC can be found in PRIME [5], G3-PLC [6] or IEEE 1901.2 [7]. In this case, the
former proposes orthogonal frequency division multiplexing (OFDM) meanwhile the other two
recommend a windowed OFDM as modulation scheme. On the other hand, the standards ITU-T
G.9960 [8], HomePlug AV [9] or IEEE 1901 [10] provide recommendations for broadband PLC.
As can be appreciated in [8, Sec. 7.1.4.4] and in [9, pp. 3], respectively, the first two standards
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promote windowed OFDM as the only medium access technique. Similarly, the standard IEEE 1901,
which defines broadband over power line devices but including all classes of devices used for smart
energy or in-vehicle applications, deploys both windowed OFDM (see [10, Sec. 13]) and a filter bank
multicarrier (FMBC) (see [10, Sec. 14]) referred to as wavelet OFDM as modulation schemes. It
must be highlighted that FBMC is also being considered for the fifth generation of wireless networks
(5G) [11, 12].

As can be appreciated, multicarrier modulation (MCM) is not only most used medium access
technique for current standards for broadband wireless and wired communications, but also it is the
most used medium access technique for current standards for PLC. The principal idea behind it is to
convert a broadband frequency channel into a set of overlapping and orthogonal or nearly orthogonal
frequency-flat subchannels [13] aimed at sharing the media at the same time among all users. In
this respect, Discrete multitone modulation (DMT) and OFDM, with or without windowing, are the
most widely recommended systems for the current broadband communication standards. Both of
them are discrete Fourier transform (DFT)-based MCM methods, need to employ redundancy (either
cyclic prefix (CP) or zero padding (ZP)) to carry out the channel partition [14] and offer several
advantages such as fast implementation, high system performance and spectrum efficiency, among
others. However, they are sensitive to frequency synchronization, their performance decrease in
noisy environments, and when a windowed technique is used, the protection against intersymbol
interference (ISI) and intercarrier interference (ICI) is reduced in proportion to the roll-off interval
length [15].

With the goal of solving some of the aforementioned problems, FBMC, also referred to as
transmultiplexer (TMUX) [16, 17], has been proposed as an alternative to the DFT-based MCM.
In [18, 19] a comparison between both of them in different applications is available. The main
difference between FBMC and DFT-based MCM system is that in the former a pulse shaping is
required to perform the channel partitioning and redundant samples are unnecessary [20]. The pulse
shaped waveform is a key issue to get a perfect or nearly perfect reconstruction (PR or NPR) system.
Besides, the FBMC presents appealing features such as greater spectral separation, reduced adjacent
subchannel interference, higher robustness in noisy environments and since the redundancy is avoided,
it can allow for higher data rate.

Different kinds of FBMC systems have been proposed in the literature such as overlapped discrete
multitone [21], filter bank modulation [22], discrete subband multicarrier transceiver [23], filtered
multitone [24], cosine-modulated multitone [25], among others. However, in this dissertation, special
attention will be paid to a filter bank proposed by H. Malvar and referred to as extended lapped
transform [26–30].

Recently, several works aimed at presenting a novel system which meets the need of current and
next generation of PLC systems. In this respect, OFDM Offset QAM (OFDM/OQAM) has caught the
researcher interest [15, 31–33]. In the same way, a special case of FBMC, based on the conventional
modulation [34], has been studied in [35–37]. Nonetheless, none of these works are related to the
wavelet OFDM system proposed by IEEE 1901.



1.2 Hypothesis 3

The main motivation for conducting this research is the lack of works that focus on the transmitter
deploys by the standard IEEE 1901 [10], in the study of compatible receivers, on their design,
development, implementation, analysis of computational complexity and performance, in terms of
bit-error-rate, capacity and data rate. With this work, we believe that this gap has been filled.

1.2 Hypothesis

The hypotheses of this thesis are formulated as follows:

• The whole wavelet OFDM system can be efficiently implemented. This efficient implementation
can be performed by means of different structures, such as polyphase filter, lattice structures,
among others.

• Each of the different wavelet OFDM implementations has different computational cost, however,
just one should have the best trade-off between computational complexity and performance.

• The standard deploys the coefficient values of the prototype filters. There exists a simple
expression that allows to obtain them in a simple way.

• Although the IEEE 1901 deploys a specific set of prototype filter, there could be a set or subset
of waveforms that could be able to achieve higher yield.

• Considering a wavelet OFDM system, the different PLC channel distortions can be effi-
ciently compensated for by means of the channel equalization technique Adaptive Sine-
modulated/Cosine-modulated filter bank Equalizer for Transmultiplexer (ASCET).

• The transmission rate of the wavelet OFDM system, including the ASCET equalizer, can be
theoretically calculated using a set of equations. In addition, these equations can be generalized
for non-Gaussian noises (realistic PLC noises).

• Under the same simulations conditions, wavelet OFDM overcome the performance obtained by
the windowed OFDM in the most hostile communication scenarios.

• Based on the baseband wavelet OFDM system, it is possible to develop a bandpass system that
can increase the data rate of the former.

• The achievable data rate of the wavelet OFDM bandpass system can be also theoretically
calculated using a set of equations. In the same way, it is expected that the ASCET equalizer,
correctly adapted, will be able to compensate for the channel distortions.

1.3 Objectives

The main objectives pursued by this thesis are listed below
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• The development of a wavelet OFDM, following the standard IEEE 1901 [10] specifications,
for baseband broadband PLC. The computational complexity associated with this system must
be within the limits that allow for their implementation in real time.

• Adaptive Sine-modulated/Cosine-modulated filter bank Equalizer for Transmultiplexer (AS-
CET) [38] is a frequency domain equalization technique for CMFB systems. One of the goals
of this thesis is to corroborate that ASCET is a good choice for the power line environment. It
should be kept in mind that a larger number of coefficients enables a better channel compensa-
tion, however, the computational complexity of the equalizer increase proportionally. Therefore,
the trade-off between the number of coefficients, complexity and performance is analyzed.

• Evaluating the system performance in realistic conditions through PLC channel and noise
models. This analysis takes into account low-voltage (in-home) and transportation platforms
(in-vehicles) scenarios.

• With regard to the study of the achievable data rate of wavelet OFDM, it is derived the
theoretical expression to obtain the powers of the inter-symbol interference (ISI) and the inter-
carrier interference (ICI) associated with this kind of system. This study also takes into account
that the noise in the power line channel is not necessarily AWGN, and that the ASCET has been
used as channel equalization technique.

• Once the system is implemented and analyzed, a performance comparison is needed to test the
validity of the proposed systems. To this end, a comparative analysis is carried out between
windowed OFDM and wavelet OFDM, measuring different quality parameters.

• Extend the use of wavelet OFDM to different environments and applications through an
alternative bandpass modulation scheme.

1.4 Methodology

Firstly, a thorough analysis of the wavelet OFDM physical layer specified by the standard IEEE 1901
[10, Section 14] for baseband broadband PLC is realized. This study is focused on the definition
of time-domain waveform signal for the frame body [10, pp. 1194] as well as in the features and
properties related to the prototype filter recommended in the standard [10, pp. 1205]. Besides, an
extensive literature review relative to wavelet OFDM system is also presented.

Taking into account the information gathered in the previous works and with the perspective
obtained after studying the standard, an efficient implementation of the wavelet OFDM transmitter is
performed. Next, a compatible receiver, which provides perfect reconstruction under ideal conditions,
is proposed. This receiver includes an efficient equalization process that compensates for the channel
distortions [38]. Then, as a second step, the viability of ELT-MCM system is evaluated focusing
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on broadband PLC. To this goal, an exhaustive bibliographical search of previous works related to
in-home and in-vehicle PLC channel and noise models has been realized.

Once the PLC scenario is defined, the wavelet OFDM performance is measured and compared
with a windowed OFDM system based on the specifications of the standard IEEE 1901. First, the
wavelet OFDM system performance is evaluated in terms of bit-error-rate (BER), considering different
levels of hostility (strong, medium and little signal attenuation). However, the BER as a figure of merit
is insufficient for ensuring that wavelet OFDM can be considered as a good candidate for broadband
communications. Given that new technologies are demanding higher data rate, the calculation of the
achievable data rate is also needed. This study for wavelet OFDM is also conducted in this thesis.

Finally, in order to solve some problems presented in the transmission over the power line network,
such as to increase the system data rate, a new bandpass system based on the ELT is proposed and
evaluated under different PLC conditions.

1.5 Structure of the thesis

First of all, the basic and main ideas, which are the motivation of the different part that make up
this doctoral thesis, as well as the desired aims and the methodology followed in this research are
presented in this chapter.

In the second chapter, the state of the art related to communications over the electrical network
is shown. This chapter gives an overview about the different advantages and applications that PLC
provides, all of them grouped according to the operating voltage, i.e., high, medium and low voltage
network. The last part of this chapter is focused on briefly summarizing some basic aspects related to
the wavelet OFDM physical layer specification deployed by the standard IEEE 1901.

Before studying and comparing the ELT-MCM performance, it is necessary to establish the
communication scenarios in which the analysis will be carried out. The third chapter details each and
every PLC channel and noise models, including in-home and in-vehicle scenarios, used in this thesis.

In the fourth chapter, a large number of pages are aimed at the design and development of the
wavelet OFDM system, including the issue related to the channel equalization, an in-depth analysis of
the perfect reconstruction property of the proposed prototype filter, as well as a set of expressions
to calculate their coefficients. An efficient implementation of the whole system based on different
configuration is also realized and, in addition, the computational complexity associated with each
implementation is presented. Furthermore, the theoretical expressions that allow the measurement of
the system data rate are also derived. Finally, bit-error-rate and data rate have been obtained under
both in-home and in-vehicle PLC conditions.

Chapter five describes the bandpass wavelet OFDM modulation scheme, also based on the
extended lapped transform. It is also proposed an efficient implementation and the equations to
calculate the system data rate are derived. The chapter also includes a performance analysis, which
has been carried out under different PLC scenarios.
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Finally, this work concludes with some final remarks and future research lines derived from this
thesis. Moreover, the publications wholly or partially related to the different topic mentioned in this
document are listed in a final Appendix section.



CHAPTER 2

An Overview of Power Line Communications

2.1 Introduction

The first idea of transmitting data through the electrical wiring was proposed in 1838 [39]. The goal
was to remotely monitor the batteries’ voltage level on the telegraph system between London and
Liverpool. In 1897 J. Routin and C. E. L Brown patented the first power line signalling electricity
meter. During the next years different progress, such as the automatic electromechanical meter
repeaters (1913), thermionic valves (1927) and the transistor (1960), among others, were carried out.
However, it was not until the late of 1980’s and early 90’s that the first PLC modem was implemented.

During the past century, different “power line carrier” systems, such as carrier transmission over
powerlines (CTP) for high voltage network or ripple carrier signaling (RCS) for medium and low
voltage network, were developed with the aim of protecting different sections of the power line
network in case of faults and providing remote control, measuring and load management [40]. Despite
these technological advances, since the mains network was not designed for communication purpose
together with the fact that some cables were not unshielded (causing electromagnetic interference)
and that the grid network does not provide a dedicated link between sources and sinks (since it is
a shared medium), skepticism around PLC feasibility was generated. All of the above contributed
considerably to the research on data transmission through the grid network was sidelined.

In recent years, new concepts such as "Smart City", “Smart Grid”, “Smart Energy” and IoT have
emerged. These ideas, especially Smart Grid and Smart Energy, seek to boost the energy generation
and transmission efficiency, providing real-time monitoring and control as well as information about
energy demand. In this respect, the urban IoT may provide a detailed view of the energy consumption
within a city [41]. In the same way, by means of IoT, consumers can directly control and manage



8 An Overview of Power Line Communications

Fig. 2.1 Structure of the power supply network.

their power consumption to different energy prices throughout the day allowing them to save money.
They can even produce their own energy and sell the excess to the grid. For this in-home IoT
connection, the power line provides an attractive communication medium [42] and PLC has become a
competitive candidate technology to provide high-speed coverage using existing infrastructure [43].
In addition, Smart Grid combines the weather forecasts and the information on energy flows for
enhanced integration of distributed renewable energy sources, reducing the greenhouse gas emissions.
For all these contributions, Smart Grid has attracted attention from the research community, the
industry and the governments, e.g. in the last decade about 300 projects related to this topic have been
financed by e 5.5 billion in Europe and it is still in the early stages of the deployment [44].

There is an open debate on which wireless and wired communication technologies will play a
key role in the Smart Grid and IoT development. In this sense, PLC provides a natural upgrade
from traditional electricity network to two-way electricity and data communications network [45].
Besides, it can be a good choice to solve the “last mile” and “last inch” problems, since it provides
broadband communication to isolated places where other communication systems are not in place,
and it implements high-speed HAN [46]. Nevertheless, it should be noted that there are other several
applications where PLC offers a satisfactory solution, these can be easily summarized and grouped
according to the operating voltage of the power supply network (see Fig. 2.1):

• High voltage network (110 - 380 kV), it consists of a set of long overhead supply cables which
allows nationwide or international power exchange. Usually, high voltage lines have little
or no branches presenting a propitious passband and time-invariant behaviour and making
them a much better transmission medium in comparison with medium and low voltage lines.
However, the high voltage power line noise, caused by the corona effect and discharge events,
may fluctuate tens of dBs because of its climatic dependence [45].
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The applications of PLC in high voltage network is two-fold. On the one hand, a communication
system over long distance can be deployed, indeed, nowadays PLC allows a data rate higher
than 300 kbps in 32 kHz band for a distance up to 100 km [47], further, for a 69 kV power line
and 8 km a broadband connection at over 10 Mbps have been realized with just one repeater
[48]. On the other hand, this technology can be also used for remote detection of failures in the
transmission lines, such as short-circuits, surface calcification, cracks, shed damage, among
others [49]. Besides, it is useful to implement real-time sag monitoring system for overhead
transmission lines [50].

• Medium voltage network (10 - 30 kV), it is a set of overhead or underground lines and it is used
for power transmission between cities, town or some big industrial costumers inside a country
and it is connected to high voltage network by means of transformer unit (primary transformer).

The intelligent electronic devices (IEDs) such as sectionalizers, capacitors banks, phasor
measurement units and reclosers, are installed inside the substations within the medium voltage
grid and they are used for power flow monitoring, metering and control. In case of fault, IEDs
need to interchange information and this is where PLC can be a competitive technology since it
provides a direct link between each other [45]. Furthermore, all these communications need a
low data rate [47], so narrowband PLC offers an economical and practical solution. Additionally,
PLC can be also used by monitoring systems (voltage measurement on the secondary winding
of high voltage/medium voltage transformers, fault surveys, power quality measurement, among
others) as well as for network management optimization and by security system [51].

Another important issue in medium voltage grid is the islanding phenomenon. This phenomenon
occurs when a distributed generator is cut off from the grid but it still supplying power. This
phenomenon leads to phase failure, abnormal frequency behaviour among other problems [52]
affecting the loads connected to grid and the grid itself. In this sense, PLC fulfills he protection
requirements of distribution network [53] and it offers a superior islanding prevention that other
technologies in grid connected photovoltaic systems [54].

• Low voltage network (110 - 400 V), connected to the medium voltage grid through secondary
transformer unit, covers the last few hundred meters of power supply network until the end
users. Usually, it is comprised of underground cables in urban areas, whereas, it is made
up of overhead lines in rural areas. This grid topology can vary significantly from region to
region, e.g., in Europe is quite common that just one secondary transformer supplies up to
100 households, whereas in the United States of America a small set of houses or even just
one house get served from just one secondary transformer [45]. It should be kept in mind
that a communication system between medium and low voltage network can be implemented,
nevertheless, the secondary transformer units produce a really big signal attenuation (55 - 75
dB) [55].
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Electrical installation inside households belong to this network but it owned by the user, so
it is connected to the outdoor network by an electricity meter unit. Therefore, the two main
applications of PLC over low voltage grid are, in first place, as access system providing
broadband communication (out-door applications), and secondly, as communication system
between any socket in the internal wiring (in-home applications). Nonetheless, PLC can also
be used for many other purposes such as advanced metering infrastructure for automatic meter
reading, allowing a remote interaction with the electricity meters units and improving customer
awareness of electricity pricing on a real-time basis, as well as for demand side management,
alleviating the peak demand and providing more information to the customers about their energy
usage habits [56].

It must be highlighted that the communications over the electrical wiring are aim not only to
implement communication systems over the different sectors of power distribution network, but also it
can be employed to intelligent transportation applications, e.g. in [1, 4, 57] the PLC reliability inside
an aircraft and spacecraft has been studied, [3, 27] shows that PLC is an attractive solution for the
automotive sector, [58] presents a PLC system onboard trains whereas an analysis of PLC channels in
a cruise ship has been performed in [59]. Another novel application is the communication between
the vehicle and the grid (vehicle-to-grid communication), here an unambiguous physical association
between a specific electric vehicle supply equipment and a specific vehicle can be established, offering
several advantages in terms of authentication and security [47].

Furthermore, in recent years wearable computing has raised significant interests since it can
be used by soldiers [60], fitness professional [61, 62] or even senior citizens [63] for physiological
signals monitoring (heart rate, respiration, temperature, among others), referred to as wearable health
monitoring. In this regard, the advantages of using direct current PLC are the reduction of the amount
of cabling, the saving in installation time and maintenance, and it allows to distribute the system
according to the body’s load-carrying capabilities [64].

2.2 The status of the PLC standardizations

Over the last years, several and noninteroperable standards for communications over the power line
network have been deployed by different industrial alliances and standards developing organizations.
This section is aimed at summarizing most of them, distinguishing between them by frequency band
employed. A special emphasis has been placed on the physical layer specifications of high data rate
standards.

2.2.1 Ultra narrow band PLC

This PLC technology works either in the frequency band [30�300] Hz or in [0.3�3] kHz, it achieves
a really low data rate (100 bps approx.) but covering a really huge distance (more than 150 km) [47].
In this category, some of the most widely used standardized communications systems are:
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1. Turtle system: It is characterized by the extremely low data rate that it reaches, on the order of
1 bit per 103 seconds (it gets its name from this reason), and for its parallel communications
(one logic channel for one remote device) [65]. This system is normally used for automated
meter reading.

2. Two-way automatic communications system (TWACS): Proposed by Mak et al in 1982
[66, 67], this system can reach speeds of up to 1 bit per mains frequency cycle, in other words,
50 and 60 bps in Europe and US, respectively. TWACS is used for distribution automation as
well as for automatic meter reading [65].

2.2.2 Narrowband PLC

Nowadays abovementioned proprietary technologies have left sideline in favor of the current nar-
rowband PLC technology. Narrowband system operates in the frequency range from 3 kHz up to
500 kHz, following the specifications provided by the European Comité Européen de Normalisation
Électrotechnique (CENELEC) which defines narrowband PLC for frequencies between 3 to 148.5
kHz, the US Federal Communications Commission (FCC) (10-490 kHz) and the Japanese Association
of Radio Industries and Businesses (ARIB) (10-450 kHz). Using the same nomenclature that in [47],
narrowband PLC system can be subdivided in terms of its data rate:

Low data rate

This kind of systems is able to achieve a throughput of a few kbps and typically is based on single
carrier modulation. Some of the standards and recommendations regulating this technology are
X-10, CE-Bus (CEA-600.31), LonWorks (ISO/IEC 14908-3) [68], home electronic system (HES)
standard (ISO/IEC 14543-3-5) [69], distribution automation using distribution line carrier systems
(IEC 61334-5-1, S-FSK) [70], among others [45, 47, 71].

High data rate

It is aimed at reaching higher data rate than the previous one, on the order of several hundred of
kilobits per second. Some of the standards that can be found in this category are:

1. PoweRline Intelligent Metering Evolution (PRIME): It was developed by the PRIME Al-
liance Technical Working Group for the provision of all kinds of Smart Grid services over
electricity distribution networks. PRIME physical layer (PHY) is defined to support communi-
cation in the band 3 kHz to 500 kHz, using OFDM as medium access technique. This range in
divided into 8 subchannels, separated by guard interval of 7.3 kHz and with 97 equally spaced
active subcarrier per subchannel. The first subchannel is between subcarrier 86 (41.992 kHz)
and subcarrier 182 (88.867 kHz), the second one goes from 198 (96.679 kHz) to 94 (143.554
kHz), and so on. Furthermore, the physical layer specifies the IFFT size (2048 samples), the
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frequency spacing between subcarriers (D f = 488.28125 Hz), the frequency sampling (1000
kHz) and the cyclic prefix length (192 samples).

The payload can be modulated by differential binary phase-shift keying (DBPSK), differential
quadrature phase-shift keying (DQPSK) or differential eight phase-shift keying (D8PSK). A
convolutional encoder (CE) in combination with repetition block are proposed as forward
error correction (FEC) blocks. The convolutional encoding is applied to the input data of the
scrambler block, them if the repetition block is activated the scrambler output is repeated by a
factor of four, and finally the scrambler output (or the repetition block output) is interleaved.
The pseudo-random noise sequence of the scrambler is obtained by generator polynomial
x7

+ x4
+1 and the coding rate of the CE is 1/2, with constraint length 7, and generators 171

and 133 (octal). It is worth noting that the CE is optional. For more details of the specifications
deployed by this standard, we refer the reader to [5].

2. G3-PLC: The system deployed by this standard must support the frequency band between 35.9
to 90.6 kHz, i.e., within the CENELEC A band. In order to reduce the out of band emission
and the spectral side lobe, a windowed OFDM modulation scheme with a raised cosine shaping,
as windowing process, is proposed. The recommended primary mappings are DBPSK and
DQPSK. Furthermore, the frequency sampling is fixed to 0.4 MHz, the IFFT size is 256, the
number of usable subcarriers is 36 (the first one located at 35.938 kHz and the last one at 90.625
kHz), and the frequency spacing is equal to 1.5625 kHz. Besides, the number of samples in the
cyclic prefix and the number of samples overlapped at each side of one symbol are 30 and 8,
respectively.

Like the above standard, the pseudo-random noise sequence of the scrambler is generated by
the polynomial x7

+ x4
+ 1, and its output is encoded by the forward error correction block.

FEC block is composed by a Reed-Solomon (RS) encoder followed by a CE. For RS, the code
generator (gRS(x)) and the field generator (pRS(x)) polynomials are defined as

gRS(x) =
2tRS

’
i=1

�

x�a i� ,

pRS(x) = x8
+ x4

+ x3
+ x2

+1(435 octal).

Moreover, the maximum code length (nRS) is 255 whereas the number of correctable symbol
errors (tRS) can be either 4 or 8, thus, using Galois Field GF

�

28� the maximum number of bits
(kRS) is 247 or 239 (kRS = nRS �2⇤ tRS). For CE, its features are the same than the depicted by
the PRIME standard (coding rate 1/2, constraint length 7, generators 171 and 133). Finally, the
output of the CE is interleaved in order to provide protection against burst error and frequency
deep fade.
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Table 2.1 OFDM specifications by IEEE 1901.2

CENELEC A CENELEC B ARIB 1 ARIB 2 FCC-Low FCC
above CENELEC

Actives subcarrier 36 16 18 54 18 72

First active 35.9375 98.4375 37.5 154.6875 37.5 154.6875subcarrier (kHz)

Last active 90.625 121.875 117.1875 403.125 117.1875 487.5subcarrier (kHz)

D f (kHz) 1.5625 1.5625 4.6875 4.6875 4.6875 4.6875

Frequency sampling (MHz) 0.4 0.4 1.2 1.2 1.2 1.2

IFFT size 256 256 256 256 256 256

Overlapped samples 8 8 8 8 8 8

Cyclic prefix samples 30 30 30 30 30 30

Long cyclic - - - - 52 52 52 52prefix samples

Optionally, by means of a repetition code block each bit can be repeated four or even six times.
This block would be implemented between the CE and the interleaver. For more details, we
refer the reader to [6].

3. IEEE 1901.2: It defines the PHY and medium access control layer (MAC) for narrowband PLC
for frequencies between 10 kHz and 490 kHz, being thus supported the CENELEC, FCC and
ARIB bands. The system deployed by this standard is based on windowed OFDM. However,
some of its parameters change depending on the frequency band that has been used. Table 2.1
summarizes the OFDM parameters.

Two modulations modes must be supported. A mandatory differential mode (DBPSK, DQPSK
and D8PSK) and an optional coherent mode (BPSK, QPSK, 8PSK and 16QAM). A scrambler
block is proposed to give the data a random distribution and it is based on the same polynomial
that has been used by aforementioned standards. The FEC encoder is composed of an RS
followed by a CE, and if a robust OFDM is needed, a repetition block can be applied after the
CE in order to repeat the bits four or six times. Both RS and CC deployed by this standard
follow the same guidelines that have been recommended in G3-PLC.

Interleaving is carried out in two steps after the convolutional encoding, or repetition process.
First, each column is circularly shifted a different number of times in order to spread a possible
corrupted OFDM symbol over different symbols. Second, each row is circularly shifted a
different number of times to mitigate a deep frequency fade. The number of shifts is defined by
ni, n j, mi, m j which are selected based on two parameters: the number of active carriers and
the parameter n

n = ceil
✓

Nbits

m · k

◆

k
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Table 2.2 OFDM parameters by ITU-T G.9902

Parameters Value

Number of subcarriers (M) 128 or 256

D f (kHz) 3.125 or 1.5625

Cyclic prefix samples 12/128 ·M or 24/128 ·M

Overlapped samples Any even integer
between 0 and M/16

where ceil (·) denotes the ceiling operator, Nbits is the total number of bits, m is the number of
active subcarriers and k is the modulation size (1 for BPSK, 2 for QPSK, 3 for 8PSK, and 4 for
16QAM). Additional information about the interleaver is available in [7, Sec. 6.14].

The OFDM symbol is generated by a 256-point IFFT with the data on each carrier index placed
on the corresponding input of the IFFT with all other inputs set to zero. Then, the real part of
the output is taken, and the final 30 samples are used as cyclic prefix. Optionally, if the system
is using the FCC or the ARIB specifications, a long cyclic prefix of 50 samples can be applied.
Regarding the windowing process, the window function is left to the implementers and the only
parameter provided is the number of overlapped samples, which is fixed to 8.

For further information about the frame control header, the tone mask, the transmit power
control, the pilot tones, and other parameters of the PHY and MAC, see [10].

4. ITU-T standards: Originally, the PHY and data link layer (DLL) specifications to develop
windowed OFDM-based transceiver for narrowband PLC have been detailed in ITU-T G.9955
and ITU-T G.9956, respectively. However, nowadays the contents of these recommendations
are reorganized into recommendations ITU-T G.9901 [72], ITU-T G.9902 [73], ITU-T G.9903
[74] and ITU-T G.9904 [75], which are technically equivalent. As it can be appreciated, G3-
PLC as well as PRIME have been approved as ITU recommendation since both of them have
been proposed in [74] and [75], respectively. Nonetheless, it should be emphasized that ITU-T
G.9904 presents some changes compared to PRIME, such as the baseband clock (it changes
from 1 MHz to 250 kHz) and the IFFT size (from 2048 to 512) [72, Table C.1].

ITU-T G.hem [73] recommends its own narrowband PLC system over frequencies below 500
kHz, based on windowing OFDM and using BPSK, QPSK and 16QAM as primary mapping.
As in IEEE 1901.2, this standard does not describe any kind of window delegating responsibility
to the developer, but it specifies the OFDM parameter listed in Table 2.2.

In addition, a concatenated FEC scheme with Reed-Solomon and convolutional coding has
been proposed, and a repetition rate of 1, 2, 4, 6 or 12 can be applied. More details about the
PHY and DLL layer can be found in each ITU-T recommendations, and it is referred to [72]
for power spectral density specifications.
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2.2.3 Broadband PLC

Broadband communications over the electrical wiring have been developed with to goal of providing
high-speed system addressing both access and in-home applications. These systems operate at
frequencies below 100 MHz, achieving data rates of hundred of Mbps [76]. At the beginning of the
21st century, several industrial standards were established, highlighting among them the HomePlug
Powerline Alliance (HomePlug) proposal and the High-Definition Power Line Communication
(HD-PLC) alliance specifications. Nonetheless, during the last decade the standards developing
organizations, such as ITU and IEEE, have developed their own recommendations. This subclause is
aimed at giving an overview of some of these proposals.

HomePlug

During the last two decades, this alliance publish several recommendations from HomePlug 1.0
[77], which has been adopted by the Telecommunications Industry Association (TIA) as international
standard TIA-1113, through HomePlug AV 1.1 [78] to HomePlug AV 2.0 [79] which adds new features
to increase the data rate, including a specific standard focuses on Smart Grid applications (HomePlug
Green [80]). Here, a brief review about the PHY specifications of the most relevant and newest
recommendations is presented. For more details, we refer the reader to [8, 10, 45, 47, 71, 76–81].

1. HomePlug AV 1.1: Simply referred to as HomePlug AV, it deployed a windowed OFDM-
based system in the frequency band of [1.8 - 30] MHz with modulation BPSK, QPSK, 8QAM,
16QAM, 64QAM, 256QAM or 1024QAM.

The OFDM time-domain signal is generated using a 3072-point IFFT with a 75 MHz sampling
clock and 917 usable subcarriers, the roll-off interval (number of sample overlapped) is fixed to
372 and the number of samples taken from the end of the OFDM symbol and inserted as cyclic
prefix is variable (417, 567, or 3534). A higher cyclic prefix length provides a more robust
system but decreases the data rate, the choice being determined by the hostility of the channel.

Firstly, the information bits are passed through a scrambler, then they are encoded by the turbo
convolutional code (TCC) encoder and the output is subsequently interleaved by the channel
interleaver. The repeating pseudo noise sequence is defined by the generator polynomial
x10

+ x3
+1. The TCC is based on two rates 2/3, 8-states recursive systematic convolutional

constituent codes and one turbo interleaver, and then the encoded output is punctured to a code
rate of either 1/2 or 16/21. The channel interleaver basically divides its input into four blocks and
sets each block into each column of a 4⇥ Total_length/4 matrix. Next, starting from row 0, groups
of 4 bits of the same row are read out and the row pointer is increased by 4 or 16. When the
end of the matrix has been reached, the process is repeated but the row pointer is initialized to
1. Additionally, an optional repetition block with a repetition rate of 2, 4 or 5 can be applied.

2. HomePlug AV 2.0: Better known as HomePlug AV2, this standard changes some features
from the previous standard HomePlug AV, such as the sampling clock from 75 MHz to 200
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MHz, and adds new ones. These new features include multiple input multiple output (MIMO)
technique, wider frequency band, efficient notching, among others. As a result, the data rate is
increased from 200 Mbps (achieved by HomePlug AV) to 1.5 Gbps.

In general, electrical wiring is composed of three individual wires: Phase (or line), neutral and
ground, and in general the PLC system uses the line-neutral pair for communication. MIMO
technique uses either the phase-ground or the neutral-ground pair as the second communication
channel to transmit a second independent signal, depending on the proper choice on the power
line channel features. In those places where the third wire is not present, such as buildings with
older electrical installation or countries like Peru, the MIMO system automatically switch to
single input single output (SISO) configuration. Therefore, a configuration of 2 transmitters
and NR receivers (2⇥NR) is specified, where the number of receivers can be 2, 3, 4.

The frequency band is extended up to 86.13 MHz, however, the transmit power spectral density
above 30 MHz must be lower than �80 dBm/Hz. Besides, HomePlug AV2 removes the
requirement to notch using a windowing technique, and thus an alternative implementation such
as FIR or IIR filters or a combination of both windowing and filters are allowed. For that, a new
smaller transition interval has been added and, in contrast to the roll-off interval of HomePlug
AV, it might be reduced to zero.

3. HomePlug Green: It is designed to support Smart Grid applications, and it includes new
features to reduce the power consumption and development cost, and to increase the robust and
reliable communication.

The PHY deployed by this standard follows the same PHY protocol recommended by HomePlug
AV, but with the caveat that the payload transmission is restricted to standard robust modulation
(ROBO), High-Speed ROBO (HS-ROBO) or mini ROBO (MINI-ROBO) modes. In addition,
QPSK and 1/2 turbo convolutional coding are the only modulation and FEC block required,
respectively.

HomePlug Green includes the power save mode, which allows the reduction of the average
power consumption by means of periodically transitioning between “awake” and “sleep” states.
In the former, the system can transmit and receive information through the electrical wiring,
whereas, in the latter, the system temporarily suspends transmission and reception of data,
reducing the average power consumption [80, Sec. 5.9].

IEEE 1901

This standard is intended to develop high-speed communication devices over the power line network
using frequencies below 100 MHz. All classes of broadband power line devices are considered for the
use of this standard, including devices for first-mile and last-mile connections as well as for Smart
Energy and transportation platform applications. The PHY procedures specify either a windowed
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OFDM or wavelet OFDM. Since the latter is the main topic of this thesis, just the PHY specifications
of the former are here summarized.

The windowed OFDM system deployed by the standard uses 917 are active subcarriers in the
frequency range from 1.8 MHz to 30 MHz, but they can be increased up to 1974 if the range is
increased up to 50 MHz. Nonetheless, support for carriers above 30 MHz is optional. The frequency
sampling is fixed to 100 MHz, the IFFT size equals 4096, the subcarrier spacing is approximately
24.414 kHz, the system must support a payload symbol guard interval of 556, 756 or 4712 samples
and a roll-off interval of 496 samples. Optionally, a frequency sampling of 50 MHz and 25 MHz can
be supported but just for access services, they are not supported by in-home applications. The payload
data are mapped into a quadrature amplitude modulation (BPSK, QPSK, 8QAM, 16QAM, 64QAM,
256QAM, 1024QAM, or optional 4096-QAM) and they must be scaled to produce a unity average
power symbol [10, Table 13-26].

The FEC encoder is based on a scrambler, a turbo convolutional encoder, and a channel interleaver.
The scrambler, the TCC and the channel interleaver, are based on the same specifications that have
been provided by HomePlug AV, but an extra code rate of 16/18 is included. Nonetheless, operation
with code rate 16/18 is optional. In the same way, if a more robust mode is needed, an optional repetition
block with a repetition rate of 2, 4 or 5 can be applied, but the code rate must be fixed to 1/2.

Regarding the power spectral density, it is limited to �55 dBm/Hz and to �85 dBm/Hz for the
active subcarriers bellow and above 30 MHz, respectively. The spectral mask is detailed in [10, Table
13-29]. For further information, see [10, Sec 13].

ITU-T G.9960

This recommendation defines the physical layer specifications not only for PLC transceivers, but for
all types of HAN transceiver over premises’ wiring, including coaxial cable, telephone wiring, plastic
optical fibers, and any combination of these.

The payload shall be scrambled with a pseudo random sequence generated by the polynomial
x23

+x18
+1. Then, the data are encoded by the FEC block and, optionally, a repetition encoding with

a rate of 2, 3, 4, 6, 8 can be applied. The FEC block consists of an LDPC-BC encoder followed by a
puncturing block and their parameters are detailed in [8, Table 7-56].
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Concerning to modulation scheme, a windowed OFDM-based system with b-order modulation is
recommended. Since this standard is intended to any HAN system, different configurations must be
supported, i.e., different number of subcarrier (M = 256, 512, 1024, 2048, 4096), subcarrier spacing
(D f = 24.4140625⇥ k; k = 1, 2, 4, 8, 16, 32, 64), roll-off interval (any even integer 2 [0,M/4]), guard
interval, which by default is fixed to M/4 (but k⇥M/32; k = 1, 2, 3, . . .8, must also be supported),
and modulations (b = 12, 3, . . .12). Nonetheless, following the specifications provided by [81], the
windowed OFDM modulation scheme specific to PLC transceivers uses 1024, 2048 or 4096-point
IFFT in the range of [0-25] MHz, [0-50] MHz, [0-100] MHz, respectively. It also employs a roll-off
interval equals M/8 and D f = 24.414 kHz. On the other hand, constellation mappings for even and
odd values shall be derived following the steps deployed by the standard in [8, Sec. 7.1.4.3.1.1] and
[8, Sec. 7.1.4.3.1.2], respectively.

The maximum power spectral density can be found in [81, Table 6-5] and it is �55 dBm/Hz and
�85 dBm/Hz below and above 30 MHz, respectively. Unlike the standards described above, this
recommendation does not specify the number of active subcarrier, delegating this responsibility to the
developer.

Finally, to easily show the difference and similarities among the different standards that have
been briefly described throughout this subsection, the main PHY specifications for narrowband and
broadband PLC have been summarized in Table 2.3 and in Table 2.4, respectively.

2.3 Wavelet OFDM Physical Layer

As mentioned above, PHY procedures deployed by IEEE 1901 specify either a windowed OFDM
or a wavelet OFDM as MCM schemes. Table 2.5 presents the main parameters of both methods.
Although the latter scheme is referred to as wavelet OFDM, this denomination is a misnomer [35]
because, as we will show later, the recommended wavelet OFDM is a class of FBMC based on the
Extended Lapped Transform (ELT) [26, 28], and there exists another class of multicarrier systems that
are based on true wavelets (e.g., [82]). For this reason, hereinafter we will refer to wavelet OFDM
also as ELT-MCM.

It is well known that one important drawback of OFDM is the use of redundant data, which
reduces the achievable data rate. As an alternative, FBMC is a viable and attractive solution for
communications over the mains, because it does not require any kind of redundancy, it has higher
robustness in noisy environments, greater spectral separation, and reduced adjacent subchannel
interference, among others.

Since OFDM with and without windowing has been recommended in other standards, e.g.,
HomePlug AV [9], it has received widespread attention by researchers, unlike Wavelet OFDM.
Therefore, the main purpose of this subsection is to introduce some basic aspects of the wavelet
OFDM physical layer. In successive chapters, further study will be made of baseband and passband
communications systems over power line networks. For that, a briefly description about DFT-based



20 An Overview of Power Line Communications

Table 2.5 Widowed OFDM and Wavelet OFDM PHYs Major Specifications

Wavelet OFDM Windowed OFDM

Forward Error Correction (FEC)
Reed-Solomon +

TCC encoderConvolutional encoder
LDPC-CC (optional)

Primary Modulation
2-PAM to 16-PAM, BPSK, QPSK,

32-PAM (optional) 8-QAM to 1024-QAM,
4096-QAM (optional)

Number of subcarriers M = 512 M = 4096

Prototype Filter Length (2mM) m = 2, 3 –

Frequency band 1.8 MHz- 28 MHz 1.8MHz - 50 MHz

Symbol length (µs)
8.192

40.9616.384 (optional)
32.768 (optional)

Sampling frequency (MHz) 62.5 100

Frequency spacing (kHz) 61.035 24.414

system and conventional CMFB is introduced. Likewise, some key features, as FEC blocks are
clarified.

2.3.1 Block-based transform MCM

Fig. 2.2 depicts the general block diagram of a multicarrier modulation system [83]. As it can be
appreciated, at the transmitter side a M-points inverse transform T�1

a is applied to the input symbols
(sk,m), where M is the number of subcarriers. On the other hand, at the receiver side a direct transform
T�1

b is applied tp the received symbols yk,m. The equalization process is performed on the frequency
domain by a set of coefficients ei, which are obtained from the channel impulse response by means of
third transform Tc (not represented in the Fig. 2.2).

DFT-based system

This kind of systems perform the transformation blocks Ta and Tb by means of the DFT. OFDM
and DMT, with or without windowing, are the most DFT-based system recommended for broadband
communications due to its several advantages, such as fast implementation. Besides, it uses cyclic
prefix (or zeros) as redundant samples to carry out the channel partition [14], thus, the channel matrix
H can be modelled as a right-circulant matrix, which can be expressed as [13, 83]

H = W�1 ·D ·W (2.1)
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Fig. 2.3 Efficient implementation of OFDM.

where W�1 and W are, respectively, the DFT and the IDFT matrices, and D is a diagonal matrix,
in which the diagonal elements di, 0  i  M�1 are obtained as the M-points DFT of the channel
impulse response. Therefore, the frequency domain equalizer can be implemented with the zero-
forcing criterion, i.e., ei = 1/di, correcting the different channel effects. The OFDM modulation
scheme is depicted in Fig. 2.3.

Windowed OFDM

If a window with smoothened edges is used instead of a rectangular one, we get a windowed OFDM
system, also referred to as pulse shaped-OFDM (PS-OFDM). Raised cosine window is the most
widely used for different communications systems. However, the following window has also been
deployed by IEEE 1901[10] and HomePlug [80] for broadband PLC:

wrise[n] =

8

>

>

>

<

>

>

>

:

0.2
52 n, 0  n  51,

0.2+ 0.6
267(n�52), 52  n  319,

0.8+ 0.2
52 (n�319), 320  n  RI �1,
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w f all[n] = 1�wrise[n], 0  n  RI �1,

and

w[n] =

8

>

>

>

<

>

>

>

:

wrise[n], 0  n  RI �1,

1, RI  n  T +GI �1,

w f all[n� (T +GI)], T +GI  n  T +GI +RI �1,

where RI depicts the roll-off interval, T is IFFT interval and GI is the guard interval, and µ = GI+RI.
Windowed OFDM can be efficiently implemented by the system shown in Fig. 2.3, but including the
windowing and overlap and add processes at the transmitter side and the opposite processes at the
receiver side.

OFDM (with or without windowing) is the most widely recommended technique for both nar-
rowband and broadband PLC standards. This is because of its several advantages such as its inherent
adaptability in the presence of frequency selective channels, its resilience to narrowband interference,
and its robustness to impulsive noise. However, it is well known that one important drawback of
OFDM is its insertion of redundancy, which reduces the throughput. Furthermore, when a windowed
technique is used, the protection against intersymbol interference (ISI) and intercarrier interference
(ICI) is reduced in proportion to the roll-off interval length [15].

2.3.2 Filter bank multicarrier system

In MCM system, a modulated signal (e.g., PAM signal or QAM signal) is split into M parallel
signal sk[n], k = 0, . . .M�1. Then, sk[n] are interpolated by a factor of M1 and passed through the
transmitting filter fk[n]. The transmitted signal can be expressed as follows

x[n] =
M�1

Â
k=0

•

Â
m=�•

sk,m fk[n�mM1]. (2.2)

On the other hand, the receiver is defined as analysis filter bank with receiving filter hk[n]. The
kth subchannel signal is given by

yk[n] = Â
t

hk[t]y[nM1 � t]

= Â
t

hk[t]Â
l

alx [nM1 � t]+ r [nM1 � t] , (2.3)

where al is the coefficient of the discrete channel impulse response and r[n] denotes the additive noise.
Fig. 2.4 shows a general block diagram of multicarrier modulation system by a filter bank approach.

It should be noted that, the filter bank system is referred to as critically sampled, or minimal
transmultiplexer, if M1 = M, while non-critically sampled, or redundant transmultiplexer, if M1 > M.
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Conventional cosine modulated filter bank

From both the design and implementation points of view, CMFBs are attractive since all the analysis
and synthesis filter are generated by using a single prototype filter, and the system can be efficiently
implemented using fast algorithms of the discrete cosine transform[84].

In the conventional scheme of modulation, the kth cosine modulated synthesis and analysis filter
are defined as follows [64]

fk[n] = p[n]cos

0
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where 0  n  N � 1, N = 2kM and k is the overlapping factor. The choice of the angle fk is
important since it has influence on several distortion and errors present in the system [26].

It should be emphasized that this filter bank is referred to as quadrature mirror filters (QMF)
and belong to the set odd-stacked filter banks. As it was shown in [85], the odd-stacked filter bank
corresponds to a lapped transforms and for that they are also called modulated lapped transform [26]
or extended lapped transform [64]. Perhaps, this could be the main reason why this system has been
confused with the wavelet OFDM system deployed by the IEEE P1901 Working Group. While it is
true that the main differences between both systems are the scaling factor and the phase, each of them
provides a different modulation scheme.

2.3.3 Forward error correction processing

Two kind of FEC have been deployed. On the one hand, Reed-Solomon encoding is applied to the
input data of the scrambler block, and then convolutional encoding is applied to the output of the
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Reed-Solomon encoder, referred this configuration to as concatenated encoder. On the other hand,
a convolutional codes defined by low-density parity-check polynomials (LDPC-CC) is proposed.
Nonetheless, support for LDPC-CC is optional, and thus its study is not included in this thesis. Fig.
2.5 depicts each of the ELT-MCM system sections.

Scrambler

It is defined in [10, pp. 1171]. The data in the frame body shall be scrambled using the generator
polynomial: x7

+ x4
+1. At the beginning of each frame, the bits in the scrambler shall be initialized

to all ones, and for each symbol the first bit becomes the most significant bit (MSB) of that symbol.
Fig 2.6 depicts the scrambler blocks.

Reed-Solomon

For the RS (n,k) encoder the field generator polynomial (pRS(x)) and the code generator polynomial
(gRS(x)) are defined as follows [10, pp. 1172]:

pRS(x) = x8
+ x4

+ x3
+ x2

+1,
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Table 2.6 Puncturing.

Coding Rate Puncture Pattern (Y(1)) Puncture Pattern (Y(2))

2/3 10 11
3/4 101 110
4/5 1000 1111
5/6 10101 11010
6/7 100101 111010
7/8 1000101 1111010

gRS(x) = {x�ar}{x�a(r+1)}{x�a(r+2)} . . .{x�a(2t + r�1)},

where the field is equal to GF(2m
) with m = 8, t = 8 and r = 0. The maximum code length (n) is

fixed to 255 whereas the maximum number of bits (k) equals 239.

Convolutional encoder and puncturing

Fig. 2.7 shows the CC and its features are the following [10, pp. 1173]:

• Coding rate of the encoder: 1/2.

• Constraint length: 7.

• Generator polynomials (in octal): 171 and 133.

• The convolutional encoder is reset to zero state at the beginning of each symbol.

• The output of the 1/2 encoder can be punctured according to a puncture pattern represented in
Table 2.6.

+

+

x

Y(1) (G=171)

Y(2) (G=133)

Y(1), Y(2), ...

Fig. 2.7 Convolutional encoder.

Interleaver

The interleaver for one wavelet OFDM symbol [10, pp. 1180] presents an (S⇥D)-memory with
S = dN/De, N and D denote the number of bits per symbol and interleave depth, respectively. For
the frame body, D must be equal to 16. Basically, the bit interleaver input data are written in input
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9 10 11 12 13 14 15 16
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D

(a) Bit interleaver input

1 9 17 24 2 10 18 16

(b) Bit interleaver output

Fig. 2.8 Simple example of the interleaving process for N = 30 and D = 4.

order in the horizontal direction in memory, and after writing all N�bit data, they are read by column
direction starting with the first column. Fig 2.8 clarifies the interleaving process. Optionally, an
interleaver for multiple wavelet OFDM symbols (see [10, pp. 1181]) can be implemented instead of
the preceding one.



CHAPTER 3

PLC channel and noise modelling

Power line is one of the most hostile channel since it is frequency-selective and time-varying channel.
Furthermore, it presents different kind of noises such as colored background noise, impulsive noises
and narrowband interferences [86]. For all these reasons, the PLC channel and noise modelling is a
really hard task, nevertheless, several approaches for in-home scenarios [10, 87–91] and in-vehicle
scenarios [4, 58, 92–96] have been presented.

This chapter is aimed at describing the different PLC channel and noise model used in this thesis.
On the one hand, an overview about in-home PLC scenarios is given. Firstly, the model proposed
by Zimmermann and Dostert [87], which is considered as the fundamental PLC channel model, is
presented. This model will not be used in this thesis, but we think that an overview about it is necessary
to understand the rest of PLC models that will be employed, such as the statistical model introduced
by Tonello in [88]. As third in-home PLC channel model, a channel model based on the physical
structure of the electrical networks [91] is described, referred to as Cañete’s model. Furthermore, two
PLC noise models, based on [97] and [98], are introduced. On the other hand, we focus on in-vehicle
PLC scenario. Specifically, the in-car and in-aircraft PLC channel models described in [93] and [4]
are outlined, respectively. Likewise, the PLC noise model for each of theses two cases are presented.

3.1 In-home PLC scenario

3.1.1 Channel models

The different in-home PLC channel models here described are for broadband communications over
low voltage network.
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Fig. 3.1 Example of multipath signal propagation through a single tap cable [87].

Zimmermann’s Model

Unfortunately the electrical wiring is not point-to-point connection. In general, the link between
the power substation an the customers is a shared medium which consists of a series connection of
distributor cables and branching house connection cables. Similarly, the indoor wiring is intercon-
nected in a tree-like manner spread out from the electrical meter unit to the electrical sockets. All
these connections, each of them with its own impedance, cause multiples reflections that must be
considered in the signal propagation.

Zimmermann’s model studies the multipath signal propagation inside the electrical wiring. Let
us use the example depicted in Fig. 3.1 [87, Fig. 1] to better explained of this concept. The cable
has just one branch and is composed of 3 segments whose lengths and characteristic impedances are
denoted by l1, l2, l3 and Z1, Z2, Z3, respectively.

With the objective of simplifying the considerations, A and C are assumed to be matched, i.e.
ZA = Z1 and ZC = Z2, therefore, there is not reflections in that points. The reflection and transmission
factors of the points B and C are denoted by r1B, r3B, r1D and t1B, t3B, respectively. Based upon these
assumptions, an infinite number of propagation paths is possible in principle due to multiple reflections
(for instance: A ! B !C, or A ! B ! D ! B !C, or A ! B ! D ! B ! D ! B !C and so on).
Each path i has its corresponding weighting factor (gi) which represents the product of the reflection
and transmission factors along the path. Besides, all reflection and transmission are basically less or
equal to one, therefore |gi| 1.

The ith path delay can be obtained as

ti =
di
p

er

c
=

di

vp
, (3.1)

where er is the dielectric constant, c is the the speed of light and di denotes the length of the ith cable.
The losses of cables cause an attenuation (A( f ,g)) that increases with length and frequency,

therefore, longer paths exhibit higher attenuation. Besides, the more transitions/reflections along
a path, the smaller the weighting factor will be. Thus, the infinite number of paths can already
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Table 3.1 Parameters of the 4-path PLC channel model

Parameters Value

k 1
a0 0

a1 (s/m) 7.8 ·10�10

gi [0.64, 0.38,�0.15, 0.05]
di (m) [200, 222.4, 244.8, 267.5]

be approximated by the N dominant paths and it can be as small as possible. Taking all these
considerations into account, the channel frequency response can be expressed as follows:

H( f ) =
N

Â
i=1

gi ·A( f ,di) · e� j2p· f ·ti , (3.2)

with
A( f ,d) = e�(a0+a1 f k

)d , (3.3)

where a0 and a1 are the attenuation parameters and k is the exponent of the attenuation factor (typical
values are between 0.5 and 1). In general, a0, a1 and k are derived from measured transfer functions
and they must be properly chosen to simulate PLC channel correctly.

Finally, combining the multipath effect (3.2) and the attenuation (3.3), the PLC channel frequency
response model yields

H( f ) =
N

Â
i=1

|gi( f )|efgi( f ) · e�(a0+a1 f k
)di · e� j2p· f ·ti , (3.4)

where complex frequency-dependent gi has been assumed. However, assuming that gi are only
real-valued, the channel frequency response can be simplified as follows:

H( f ) =
N

Â
i=1

gi · e�(a0+a1 f k
)di · e� j2p· f ·ti . (3.5)

Figs. 3.2 and 3.3 depict the channel impulse response and the frequency response of a 4-path PLC
channel model and a 15-path PLC channel model, respectively. The parameters have been obtained
from [87] and are summarized in Table 3.1 and 3.2.

Top-Down Model in [88, 90]

The deterministic Zimmermann’s model is a really simple way to approach the PLC channel behaviour,
nonetheless, it could not be the best option for the design and testing of transmission systems. In
this regard, the model proposed by Tonello [88, 90], which is a top-down approach to the statistical
modelling for the PLC channel transfer function, may be more beneficial. Based on (3.5), Tonello
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Table 3.2 Parameters of the 15-path PLC channel model

Parameters Value

k 1

a0 0

a1 (s/m) 7.8 ·10�10

gi
[0.029, 0.043, 0.103,�0.058,�0.045,�0.040, 0.038,�0.038, 0.071,

�0.035, 0.065,�0.055, 0.042,�0.059, 0.049]

di (m) [90, 102, 113, 143, 148, 200, 260, 322, 411
490, 567, 740, 960, 1130, 1250]
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Fig. 3.2 (a) Channel impulse response and (b) magnitude response of a 4-path PLC channel model.
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Fig. 3.3 (a) Channel impulse response and (b magnitude response of a 15-path PLC channel model.
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proposes the following expression

H( f ) = A
N

Â
i=1

gi · e�(a0+a1 f k
)di · e� j2p· f ·ti , 0  B1  f  B2, (3.6)

where A allows adding an attenuation to the frequency response. In order to obtain the statistical
model, the idea is to assume the reflectors are placed over a finite distance interval and are located
according to a Poisson arrival process with intensity L[m�1

] and the maximum network length is
denoted by Lmax. The number of paths (N) has a Poisson distribution with mean LmaxL, whereas the
inter-arrival path distances are independent and exponentially distributed with mean 1/L.

Since gi is in general complex, they can be modelled as independent complex random variables
with log-normally distributed amplitude and with uniform phase in [0,2p]. Another possible model
considers the weighting factors follows a real uniform distribution [�1,1].

It is important to note that when k = 1, the channel impulse response can be expressed in closed
form as follows

g+ch(t) = A
Np

Â
p=1
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(3.7)
Nonetheless, in this model k could be either larger or smaller than one. The rest of parameters

(a0, a1) are assumed to be constant but must be chosen properly. In particular, the channel can be
normalized such that the average path loss at zero frequency is equal to one. Therefore, the parameter
a0 can be chosen to satisfy the following expression

s

L
3

1� e�LLmax

2a0
(1� e�2Lmaxa0

) = 1, (3.8)

and the desired average path loss at zero frequency can be obtained by the factor A [89].
A source code to generate a statistical PLC channel assuming the parameters provided in [90, pp.

55] (see Table 3.3), can be found in [90, pp. 61]. The channel impulse response and the magnitude
response of 4 realizations are shown in Fig 3.4a and 3.4b, respectively. As it can be seen, the generated
PLC channels present a random behaviour.

In this thesis, one hundred impulse response realizations representative of Classes 1 (strong
signal attenuation), Class 5 (medium attenuation) and Class 9 (little attenuation) will be used1. The
statistically representative channel frequency responses have been computed using the script available
on-line in [100]. Specifically, it has been employed the release 2.0, since it allows for the generation of
channels according to the model parameters given in [101, Table I] for the different classes described
in [89, 90]. The channel frequency response of the first 10 realizations of the Class 9, 5 and 1 have
been represented in 3.5a, 3.5b and 3.5c, respectively.

1Classification based on [89] and [99]
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Table 3.3 Parameters of the Tonello’s model [90, pp. 55]

Parameters Value

er 1.5
k 1
a0 0.3 ·10�2

a1 (s/m) 4 ·10�10

Lmax (m) 800
L (m�1

) 0.2
B1 (MHz) 0
B2 (MHz) 100

Truncation (µs) 5.56
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Fig. 3.4 (a) Impulse response and (b) magnitude response of 4 Tonello’s model realization, based on
[90, pp. 61]
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Fig. 3.5 Magnitude responses of ten different realization of the Tonello’s model, based on [100] .
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Fig. 3.6 Topology for the in-home PLC channel model [91].

Bottom-up Model in [91]

Finally, the last in-home PLC channel model that will be used in this thesis was proposed by Cañete et
al [91]. This approach provides realistic channel realizations by using structural parameters instead of
behavioral parameters based on statistics, as Tonello’s model. Thus, the channel response is obtained
in a deterministic way from a simplified topology and load models (see Fig. 3.6).

Three load models are described: constant impedances, time-invariant but frequency-selective
impedances and time-varying and frequency-selective impedances. For the first one, the values of
{5, 50, 150, 1000, •} are reasonable. For the frequency selective impedances, the load model is
implemented by a parallel RLC resonant circuit, whose impedance can be obtained as follows:

Z(w) =

R

1+ jQ
⇣

w
w0

� w0
w

⌘ . (3.9)

where R, Q and w0 denote the resistance at resonance, the quality factor and the resonance angular
frequency, respectively.

On the other hand, the time-varying impedances can be classified in two groups as well. In the
former, the impedances have a commuted behavior, between ZA and ZB, synchronous with the mains
voltage period T0. Two parameters describe this case: the state duration (T ) and the delay with respect
to the mains voltage zero-crossing (D), further, the transition between ZA and ZB can be considered
ideal. In the latter, the impedances has a more “harmonic” variation along the mains period that can
be expressed as

Z(w, t) = ZA(w)+ZB(w)

�

�

�

�

sin
✓

2p
T0

t +f
◆

�

�

�

�

(3.10)

where 0  t  T0, ZA is the the offset impedance, ZB is the amplitude of the variation, and f is the
phase term which serves to reference the variation with respect to the mains voltage zero-crossing.
The diagram of these time-varying impedance models can be found in [91, Fig. 2b].
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Table 3.4 Indoor electrical wiring features [91, Table 1]

Cable type 0 1 2 3 4

Section
�

mm2� 1.5 2.5 4 6 10
eeq 1.45 1.52 1.56 1.73 2

Z0 (W) 270 234 209 178 143
C (

pF/M) 15 17.5 20 25 33
L (

µH/M) 1.08 0.96 0.87 0.78 0.68
R0 12 9.34 7.55 6.25 4.98
G0 30.9 34.7 38.4 42.5 49.3

This model allows generating both linear time invariant (LTI) and linear periodically time-varying
(LPTV) channel impulse responses. LTI channels are calculated by manipulating matrices with the
parameter ABCD of each section, whereas, LPTV channels are represented by the responses of a
periodical series of LTI systems. The following parameters are suggested for LTI channel generation
in the frequency band up to 30 MHz:

• The number of points in the positive axis and the resolution are fixed to 2048 and 14 kHz,
respectively.

• The transmitter impedance (ZG) and receiver impedance (ZL) are assumed constant and equal
to 50W.

• The cable type is randomly chosen, with uniform distribution, from Table 3.4. R = R0 ·10�5p f
(

W/m) and G = G0 · ` ·10�14 ·2p f (S/m), where ` is a correction factor used to achieve a better
match between the modelled and measured curves.

• Line section lengths Li, i 2 1, 2, . . . , 5 and S j, j = 1, 2, 3 follow a uniform distribution between
0.5 and 50 m (Li, S j ⇠U(0.5,50)[m]).

• Z1, Z2 and Z3 are modelled as frequency selective function impedances with the following
parameters:

– R ⇠ (200,1800)[W].

– w0/2p ⇠U(2,28)[MHz].

– Q ⇠U(5,25).

Fig. 3.7 illustrates some frequency-selective impedance obtained by means of the param-
eters described above. Here, R, w0 and Q have been randomly chosen and they are equal to
{1.7315, 0.9766, 1.4804} (kHz), {5.689, 12.9658, 25.8091} (MHz) and {20.8441, 24.1898, 18.1148},
respectively.



36 PLC channel and noise modelling

0 5 10 15 20 25 30

Frequency (MHz)

0

200

400

600

800

1000

1200

1400

1600

1800

Im
p
e
d
a
n
ce

 a
m

p
lit

u
d
 (

)

-1.5

-1

-0.5

0

0.5

1

1.5

Im
p
e
d
a
n
ce

 a
n
g
le

 (
ra

d
)

Fig. 3.7 Frequency selective impedance model [91].

For LPTV channel generation, for simplicity, just one of the three loads (Z1, Z2, Z3) is considered
time-varying. Thus, the resulting channel response will exhibit a commuted or harmonic time variation,
depending on the choice. The proposed set of parameters are describe next:

• 50 invariance intervals (M) in a mains cycle for a resolution of 400 ms have been chosen.

• Given Z1, Z2 and Z3, two of them are designed as frequency selective function impedances (as
described above), while the other one is designed as a time-varying impedance. In case that a
commuted variation is desired, the following parameters must be applied:

– ZB is also a frequency selective impedance with parameters R, w0 and Q randomly chosen.

– ZA = 0.5 ·ZB.

– T ⇠U(1,M/4).

– D ⇠U(1,M/2�T ).

• If the harmonic variation is desired, the parameters would be selected as follows:

– ZB is defined exactly as in commuted variation case.

– ZA = 50W.

– f ⇠U(0,p)[rad].

In this thesis, just the LTI case has been considered. The channel impulse response have been
obtained from the software tool software package PLC channel generator 2, available online in [102].
Specifically, the “best-case channel” (which present an average attenuation of 20 dB, an effective
length of 0.3 µs and a coherence bandwidth of 628 kHz), “medium-case channel” (average attenuation
of 33.6 dB, effective length of 0.9 µs and coherence bandwidth of 219 kHz) and the “worst-case
channel” (average attenuation of 46 dB, effective length of 1.6 µs and coherence bandwidth of 102
kHz) have been used. Fig. 3.8 shows the channel impulse response and the magnitude responses
obtained with this model.
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Fig. 3.8 (a) Impulse response and (b) magnitude response based on [102].

3.1.2 Noise models

As in the case of in-home PLC channel models, the different PLC noise models detailed in this
subsection are for broadband communications over low voltage network. The in-home PLC channel
noise can be divided into five general classes of noises [86]:

• Colored background noise: It is mainly caused by the contribution of several noise sources
with low power. It has a relatively low frequency-varying power spectral density (PSD).

• Periodic impulsive noise synchronous to the mains frequency (PINS): It is caused by
switching of rectifier diodes in power supplies, which occurs synchronously with the mains
cycle. The impulses have a duration of some microseconds and have a PSD decreasing with
frequency. This noise has a repetition rate of 50/100 Hz in Europe.

• Periodic impulsive noise asynchronous to the mains frequency (PINA): This kind of noise
is mostly caused by switched power supplies and has a repetition rate between 50 and 200 kHz.

• Asynchronous impulsive noise (AIN): It is caused by switching transients in the network
(connection and disconnection of electrical devices). This noise presents a duration from some
microseconds to few milliseconds with random occurrence. Besides, its PSD can achieve values
of more than 50 dB above the background noise.

• Narrowband noise or narrowband interference: It is mostly sinusoidal signals with modu-
lated amplitudes caused by different sources such as broadcast stations, spurious disturbances
caused by electrical devices with a transmitter/receiver [97], among others. Its intensity is
generally varying with daytime.

Several PLC noise models have been performed. Zimmermann and Klaus Dostert present a
statistical model of the time behavior of random impulsive noise based on a partitioned Markov chain
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[86]. H. Meng et al propose a background noise model based on the Nakagami-m distribution in
[103]. In this thesis, the model proposed by J. A.Cortés in [97], referred to as Cortés’ model, and
by L. Lampe in [98], referred to as Lampe’s model, have been chosen. These two model are briefly
described below.

Model in [97]

This model is derived from a measurement campaign realized in three different scenarios: in laborato-
ries and offices of a university building, in an apartment of about 80 m2, and in a detached house of
about 300 m2. The mathematical formulation of the different types of noise is described below

1. Background noise model: This model ensures that the probability density function of the
background noise match with the Gaussian curve (see [97, Fig. 15]), therefore, it can be
concluded that the background noise presents a Gaussian behaviour. As it is done in [104], the
background noise is obtained by filtering white Gaussian noise with a filter that is characterized
by the magnitude response

|G( f )|2 = SBGN( f ), (3.11)

where SBGN( f ) is the PSD of background noise.

Fig 3.9 shows 15 equally spaced snapshots of the instantaneous PSD of the background noise
registered in a university laboratory (heavily disturbed scenario), in a detached house (medium
disturbed scenario) and in a apartment (weakly disturbed scenario), which are available online
in [102]. All these PSD have been obtained at a sampling frequency 50 Msamples/s [97]. The
time-domain waveform of some background noise generated with these PSD model have been
represented in Fig. 3.10. It is important to note that the generated time-domain waveform for all
the noises described in this subsection must be re-sampled according to the sampling frequency
defined by [10] for ELT-MCM system (62.5 MHz).

2. PINS model: This noise appears in a twofold manner: as a series of isolated impulses with
a considerable amplitude and duration (Type I), or as impulse trains in which the number of
impulses and separation between them varies from cycle to cycle (Type II). Besides, impulses
within a given train are not equally spaced. The common characteristic to both components is
that they appear always in the same instant of the mains cycle and, in Europe, they present a
repetition rate of 50/100 Hz. Fig. 3.11 shows the Type I periodic synchronous pulse waveform,
that that will be used in this thesis (available online in [102]). The main parameters of this noise
component has been summarized in Table 3.5.

3. PINA model: It has been found that it presents a repetition rates ranging from 12 up to 217
kHz, despite it is claimed in [86] that this noise has a repetition rate between 50 and 200 kHz.
Furthermore, it can be considered cyclostationary since this noise also exhibits an underlying
period equal to the mains one. This kind of noise appears at the same instant of the mains cycle
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Fig. 3.9 Power spectral density of the background noise [102].
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Fig. 3.10 Time-domain waveform of the background noise generated.

Table 3.5 Type I PINS characteristic [97, Table I]

Parameter Value

Impulses within a mains cycle  10

Duration (µs) [2�300]

Amplitude (V) [5 ·10�3 �1.5]

Central Frequency Typically less than 500 kHz,
occasionally up to 3 MHz

Bandwidth Typically less than 250 kHz,
occasionally up to 2 MHz



40 PLC channel and noise modelling

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Time ( s)

-5

-4

-3

-2

-1

0

1

2

3

4

5

A
m

p
lit

u
d

e
 (

m
V

)

Fig. 3.11 Time-domain waveform of PINS [102].

Table 3.6 PINA characteristic [97, Table II]

Parameter Value

Impulses within a mains cycle 1 or 3 in weakly disturbed scenarios,
more than 3 in highly disturbed ones

Duration Typically less than 1.5 µs ,
occasionally up to 10 µs

Amplitude Typically less than 4 mV,
occasionally up to 40 mV

Repetition rates (kHz) 12.6; 15.6; 26.4; 48.9; 56.5;
59.1; 70; 90.1; 217.2

Central Frequency (MHz) [2�13]

Bandwidth (MHz) [2�13]

as the Type 2 periodic synchronous impulsive noise (above described), but the difference is
that the impulses within a given train of the Type 2 periodic synchronous noise are not equally
spaced. Table 3.6 presents the main features of PINA model.

In this thesis, we use two PINA with a repetition rate of 26.3 and 48.93 kHz, respectively. Fig.
3.12 shows both periodic asynchronous pulse waveforms (available online in [102]).

4. AIN model: This is the most unpredictable impulsive noise and there two type of components.
The first one is based on isolated impulses with considerable amplitudes and widths (Type I),
whereas, the second one takes the form of impulse trains with arbitrary separation between
the constituent pulses (Type II). The latter have lower amplitude and smaller duration than the
former. The main characteristics of both type of components have been listed in [97, Table III].
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Fig. 3.12 Time-domain waveform of PINA components with repetition rate of (a) 26.3 kHz and (b)
48.93 kHz [102].

However, since there is not an available online waveforms of this noise, this kind of noise has
not been included.

5. Narrowband noise model: The narrowband interferences are classified, according to the shape
of their PSD, as follows:

(a) Interference with multiple discrete frequency components: The PSD of this kind of noise
consists of several equally spaced narrowband components but they are not harmonically
related. They can be found above 4 MHz with a frequency spacing up to 50 kHz.

(b) Interference with one frequency component: Its PSD consists of a single-narrowband
term with a bandwidth below 20 kHz and it can reach values more than 30 dB over the
background noise. This kind of interference are usually located below 2 MHz and above
20 MHz.

In this thesis the interference with one frequency component model has been selected. Fig. 3.13
depicts the time-domain waveform and the PSD of two realizations (located at 1 and 25 MHz,
respectively) based on this model.

Model in [105]

As it can be appreciated, the model in [97] provides in some cases a deterministic way to simulate the
in-home PLC noises (e.g. PINS and PINA). However, given the hostility of PLC channel, a single
representation could not be enough to model the in-home PLC noise scenario. For that, the statistical
model provided by Lutz Lampe et al in [105], according to the model presented in [98], could be a
better option. In this respect, the different kinds of noise can be modelled as follows:
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Fig. 3.13 Narrowband noises with one frequency component at 1 and 25 MHz.

Table 3.7 Value of the BGN model parameters for the best and the worst cases [106, Table 1]

a b c

Best case �140 38.75 �0.72

Worst case �145 53.23 �0.337

1. Background noise model: The PSD of the background noise can be modelled by the expression
given in [106]

SBGN( f ) = a+b| f |�c, (dBmW/Hz) (3.12)

where parameters a, b, and c are constants and f denotes frequency in MHz. The parameter
values for the best and worst case are provided in Table 3.7 ([106, Table 1]). With the aim at
providing different background noise levels, the Lampe’s model generates the parameters a,
b and c uniformly distributed between the best and worst cases. The PSD of a background
noise randomly generated (a =�144.402, b = 42.8304, c =�0.4554), as well as the PSD of
the background noise associated to the best and the worst case, are depicted in Fig. 3.14a. It is
important to note that this expression is also recommended by the standard IEEE 1901 [10, eq.
F-4] to simulate this type of noise.

Finally, the background noise is obtained filtering white Gaussian noise with a filter charac-
terized by the PSD generated by the model. Fig. 3.14b shows the time-domain waveforms
obtained for each case.

2. PINS model: This kind of noise can be modelled, in time-domain, as a sum of damped
sinusoids

nPINS(t) =
Nimp

Â
k=0

Pk(t � kTd), (3.13)
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Fig. 3.14 BGN generated with the model in [105].
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Table 3.8 Parameters of the Lampe’s PINS model

Td Nimp Ai

Best case 2 µs 1 5 mV
Worst case 300 µs 10 1.5 V
Otherwise U ⇠ (2 µs,300 µs) U ⇠ (1,10) U ⇠ (5mV,1.5V)

where, Nimp is the number of impulses in one main cycle, Td denotes the impulse duration and
Pk are independent realizations of a sum of damped sinusoids [10, eq. F-7] given by

Pk(t) =
N1�1

Â
i=0

Aieai|t|e j2p fit , (3.14)

where N1 is the number of damped sinusoids in an impulse, and Ai, ai and fi denote the impulse
amplitude, the damping factor and the pseudo frequency of the ith sinusoid, respectively.

The parameters of this model are defined as follows. Based on Cortés’ model [97, Table 1], the
pseudo frequency and the inter-arrival time (IAT) are uniformly distributed, the former between
250 kHz and 500 kHz ( f ⇠U(250 kHz,500 kHz)) and the latter between 200000 and 10000
samples U(10000,200000). On the other hand, according to [107] the number of damped
sinusoids (N1) is fixed to 3. The value of the impulse duration, the number of impulses in one
main cycle and the amplitude of the impulse are listed in Table 3.8. Finally, the damping factor
is equal to 0.005 · f s, where f s denotes the sampling frequency which is fixed to 62.5 MHz by
[10] for wavelet OFDM.

Fig. 3.15a and 3.15b show the waveform and the PSD of three realization (best, worst and
random case), within one mains cycle, obtained with this model, respectively.

3. PINA and AIN model: These two components have been modelled by the same expressions
used for PINS ((3.13), (3.14)). The parameters of both kinds of noise are summarized in Table
3.9. Fig. 3.16 and 3.17 depict the time-domain waveform and PSD of different realization
generated by the PINA and the AIN models. It should be pointed out that the PINA best case
has not been represent since, under this conditions, there is not any pulse.

4. Narrowband noise model: The power spectral density of the narrowband interferences can be
modelled as a parametric Gaussian function [104]:

SNBI( f ) =
N2�1

Â
k=0

Cke
�

( f� f0,k)
2

2B2
k (3.15)

where N2 is the number of narrowband interferences, Ck, f0,k and Bk denote he amplitude, center
frequency and bandwidth of the kth narrowband signal. SNBI( f ) is individually generated in
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Fig. 3.15 PINS within one mains cycle, based on [105].
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Fig. 3.16 PINA within one mains cycle, based on [105].
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Fig. 3.17 AIN within one mains cycle, based on [105].
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Table 3.9 Parameters of the PINA and the AIN models following [105]

Periodic impulse noise asynchronous Asynchronous impulse noisewith the mains cycle

ai 0.005 · fs 0.005 · fs

Nd
a 3 3

Nimp
b

0 (Best case) 1 (Best case)
5 (Worst case) 10 (Worst case)

⇠U(0,5) (Otherwise) ⇠U(1,10) (Otherwise)

Td
b

1.5 µs (Best case) 15 µs (Best case)
10µs (Worst case) 150µs (Worst case)

⇠U(1.5 µs,10 µs) (Otherwise) ⇠U15 µs,150 µs) (Otherwise)

f b ⇠U(2 MHz,13 MHz) ⇠U(500 kHz,1 MHz)

Ai
b ⇠U(4 mV,40 mV) ⇠U(20 mV,150 mV)

Inter-arrival time ⇠U(10000,200000) ⇠ exp(100 ms)a

a Based on [107].
b Based on [97].

three frequency bands: [0� 10] MHz, [10� 20] MHz and [20� 30] MHz. All of them are
concatenated to form the overall narrowband noise.

The parameters take different values depending on the frequency range and the type of building
(residential or office) [107]. Nonetheless, in any case, N2 follows a normal distribution with a
mean µN2 and standard derivation sN2 (N2 ⇠ N(µN2 ,sN2)), Bk ⇠ exp(lB) with a minimum band-
width equal to 0.23 Mhz (0.19 MHZ) for residential building (office building). In addition, Ak

is normally (Ak ⇠ N(µA,sA)), log-normally (Ak ⇠ LN(µLA ,sLA)) or even uniformly distributed
(Ak ⇠U(µA,sA)). The characteristic values of the probability densities of the parameters of the
narrowband noise are detailed in [104, Table 2].

The time-domain waveform is obtained by passing a white Gaussian noise through a filter, in
the same way as in the background noise model (see Fig. 3.18). Thus, the PSD of generalized
background noise (GBN) (S( f )) is defined as the the sum of the background noise and the
narrowband noise [104]

S( f ) = SBGN( f )+SNBI( f ) = a+b| f |�c
+

N2�1

Â
k=0

Cke
�

( f� f0,k)
2

2B2
k , (3.16)
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Fig. 3.18 Waveform of the GBN model based on [105]

3.2 In-vehicle PLC scenario

3.2.1 In-car PLC channel model

Several measurement campaigns have been carried out inside different cars, e.g. [92, 95, 108, 109].
But in this thesis we focus our attention on the model proposed by Lutz Lampe, which is obtained
from the measurement campaign performed and described in [94], since it is available online [93].

In these campaigns, different parts of the vehicle has been analyzed as possible communication
points. Particularly, the body control module (BCM), the cigarette lighter (CIG), the outside view
mirror controller, the heating ventilating air conditioning fan button, the left and right front lights
(LFL and RFL, respectively) as well as the left and right rear lights (LRL and RRL, respectively).
Furthermore, this database holds measurements taken from different automobiles, such as 2006
Pontiac Solstice, 2008 Lexus RX 305, 2009 FVT EVaro, among others.

Since the 2006 Pontiac Solstice was the vehicle under study in [94], the two-port frequency
domain scattering measurements obtained from it will be used in this thesis. In this respect, there
are available 166 measurements of power line channels, recorded during different possible operating
states of the car (e.g. engine turned on/off, idle, running), in the frequency band from 30 kHz to 100
MHz. Fig. 3.23 depicts the scattering parameter S21 associated with all the channels. In particular, the
blue and red curves are the parameter S21 related to the links RFL-BCM and RRL-BCM, respectively,
at two different states (solid and dotted lines).

The channel transfer function can be calculated as follows [94]:

H(w) =

S21(1+GL)(1�GS)

2(1�S22GL)(1�GinGS)
, (3.17)
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Fig. 3.19 Magnitude response of the parameter S21 associated with all the channels obtained from a
2006 Pontiac Solstice.

where
GL =

ZL �Z0

ZL +Z0
, (3.18a)

GS =
ZS �Z0

ZS +Z0
, (3.18b)

Gin = S11 +
S12S21GL

1�S22GL
, (3.18c)

and assuming that ZL = ZS = Z0, the expression (3.17) yields

H(w) =

S21

2
. (3.19)

Finally, the channel impulse response can be obtained by the inverse Fourier transform of (3.19).
It must be emphasized that the channels obtained by this model must be filtered to adapt them to the
frequency range fixed by the IEEE 1901 standard.

3.2.2 In-car PLC noise model

Over the past two decades, several researchers have focused their attention on this matter. Possibly,
the study by A. Schiffer [110] pioneered the research on this issue. In this paper, the in-car PLC
noise is divided into two classes: background noise and the impulsive noise component. On the one
hand, the background noise can be modelled sufficiently accurate as Gaussian noise (⇠ N(µ,s)) and
its parameters depend on the location inside the vehicle, e.g., next to the battery µ =�0.0087 and
s2

= 3.16 ·10�6 whereas at 8 meter to the battery µ =�0.0013 and s2
= 3.15 ·10�5 [110, Table I].

On the other hand, exponential and triangular oscillations can be used to model the impulsive noise
and their parameters have been summarized in [110, Table II].
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In [111] the background noise is also modelled by a Gaussian noise with a PSD of -130 dBm/Hz,
which is consistent with the PSD reported in [94] (between -140 dBm/Hz and -120 dBm/Hz) and in
[95] (between -115 dBm/kHz and -120 dBm/kHz). The impulsive noise has been characterized as
a single (single transient) or as series of successive damped sinusoids (burst); in addition, different
vehicle states (cruising and accelerating/braking phase) have been taking into account in this model.
Thus, the main pulse characteristics of this kind of noise are modelled by a Gaussian, gamma or
Weibull distribution (see [111, Table II]).

Granado et al [112] propose two impulsive noise models for gasoline and diesel vehicle, respec-
tively. For the gasoline case, this kind of noise has been classified in pseudo synchronous noise and
asynchronous noise. For the former, the maximum amplitude is modelled as Weibull distribution
(MaxAmp ⇠W (a = 2.43,b = 56.76)), the impulsive width (ImpWidth) is fixed to 3.1 µs and the IAT
is equal to 30/RPM, where RPM is the number of revolutions per minute of the engine. For the latter, the
maximum amplitude is modelled by two Weibull distribution (W (0.43,41.42) or W (0.64,72.14)), the
impulse width is equiprobable between 5 µs or 30 µs and the inter-arrival time is fixed to 27 ms. How-
ever, there is only asynchronous noise components in the diesel case, and its parameters are modelled as
follows: MaxAmp ⇠ N(µ = 0.19,s = 0.061), ImpWidth ⇠ GEV (K = 0.60,s = 15.87,µ = 51.13)
and IAT ⇠U(0.1ms,1.4ms), where GEV stands for Generalized Extreme Value distribution.

Having thus briefly summarized the state of the art related to this topic, the background noise
will be modelled as has been described in [94], but nonetheless, two different models will be used to
model the impulsive noise. On the one hand, the periodic impulsive noises with high repetition rate
(PINH) and with low repetition rate (PINL) described in [113] are used, therefore, this model will be
referred to as Cortes’ model. The main features of each of these noises are detailed in Table 3.10 and
3.11, respectively. The time-domain waveform and PSD of both kinds of noises have been depicted
in Fig. 3.20 and Fig. 3.21. On the other hand, the impulsive noise is modelled as a sum of damped
sinusoids, and its parameters are based on the statistical analysis realized in [114], therefore, it will
be referred to as Degardin’s model. The impulsive noise is calculated as a sum of damped sinusoids,
the number of damped sinusoids are equal to 4 or 5 (randomly chosen), the damping factor is fixed
to 0.005 · fs, where fs is the sampling frequency, and the impulse amplitude, pseudo frequency, IAT,
pulse duration are listed in Table 3.12. Fig. 3.22 shows the time-domain waveform of 100 realizations
and three of them have been highlighted (blue, red and green curves).

3.2.3 In-aircraft PLC channel model

For this case, the channel frequency responses obtained from the measurement campaigns [1, 4] have
been chosen. These measurements were carried out between the secondary power distribution box
(SPDB) and the illumination ballast units (IBU) within the cabin of an aircraft. The communications
are carried out between SPDB and 14 IBUs [4, Fig. 2], and two kinds of transmission over the
electrical wiring have been considered: either between a wire and a ground plane (common-mode,
CM), or between two wires (differential-mode, DM).
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Table 3.10 Features of periodic PINH [113, Table II].

Parameter Value

Number of component From 1 up to 5,
depending on the activated functions

Duration Less than 2 µs, occasionally up to 4 µs

Amplitude Less than 2mV , occasionally up to 20mV

Repetition rates 15.68 kHz, 42.72 kHz, 63.93 kHz, 64.75 kHz,
83.33Hz, 124.21 kHz, 128.8 kHz, 129.52 kHz

Central frequency From 11 MHz up to 19 MHz

Bandwidth From 1 MHz up to 22 MHz

Table 3.11 Features of periodic PINL [113, Table III].

Parameter Value

Number of component From 1 up to 4,
depending on the activated functions

Duration Less than 4 µs, occasionally up to 240 µs

Amplitude Less than 6mV , occasionally up to 500mV

Repetition rates 26 Hz, 44.6 Hz, 50 Hz, 60 Hz, 79.5 Hz, 100 Hz, 146Hz,
172.1 Hz, 250.12 Hz, 400 Hz, 1.05 kHz, 3.5 kHz, 3.86 kHz

Central frequency From 250 kHz up to 19.5 MHz

Bandwidth From 500 kHz up to 12 MHz
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Fig. 3.20 Periodic impulsive noises with high repetition rate, based on [113].
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Fig. 3.21 Periodic impulsive noises with low repetition rate, based on [113].

Table 3.12 Parameters of the Degardin’s model [114].

Parameter Interval Probability (P(A)) Distribution

Amplitude
A < 0.31 V 0.48 Gamma(9.58,0.02)

0.31 V < A < 0.67 V 0.38 Gamma(29.52,0.01)
A > 0.67 V 0.14 Gamma(7.01,0.14)

Pseudofrequency
f0 < 1.2 MHz 0.25 Gamma(6.03,0.12)

1.2 MHz < f0 < 6.5 MHz 0.3 Gamma(10.79,0.43)
f0 > 6.5 MHz 0.45 Gamma(79.22,0.13)

Pulse duration D < 4.88 µs 0.72 Gamma(3.67,0.53)
D > 4.88 µs 0.28 Gamma(4.91,1.76)

IAT

log(IAT )< 2.32 0.27 Gamma(12.43,0.12)
2.32 < log(IAT )< 3.29 0.13 Gamma(165.92,0.01)
3.29 < log(IAT )< 5.18 0.45 Gamma(93.55,004)

log(IAT )> 5.18 0.15 Gamma(179.11,0.03)
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Fig. 3.22 In-car impulse noise waveform generated by Degardin’s model [114].
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Fig. 3.23 Magnitude response of in-aircraft PLC channels obtained from [4] .

In this thesis, 4 in-aircraft PLC channels in differential-mode will be used: two short lines of
11.6m (SPDB-IBU1) and 17.9m (SPDB-IBU4), and two long lines of 34.9m (SPDB-IBU11) and
42.7m (SPDB-IBU11), respectively. In must be highlighted that the successive multiplying connectors,
referred to as virtual termination (VT), have also been taking into account in the modelled architecture.
Thus, there is one VT in the SPDB-IBU1 link, 2 VTs in the IBU4 and the IBU 11 connections, and 3
VTs in the SPDB-IBU14 link. Fig. 3.23 depicts the channel magnitude response of these 4 channels.

3.2.4 In-aircraft PLC noise model

Finally, based on [1] and subsequently in [4], the in-aircraft PLC noise is assumed as white Gaussian
noise with a current density equals to �8 dBµA/kHz. Furthermore, since the maximum DM current
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can reach 45 dBµA/kHz [4], it means that the maximum transmitted signal power must not exceed
�58 dBm/Hz (for a load of 50 W).





CHAPTER 4

ELT-MCM for baseband PLC

The main characteristics of the ELT-MCM physical layer for baseband communication, as well as
the recommended waveforms, FEC blocks and the correct definition provided by the standard were
described in Ch. 2. Nevertheless, its implementation and performance has not been analyzed yet.

In this chapter, some key features, as the kind of FBMC proposed as transmitter, or the waveforms
recommended as prototype filters to obtain the transmitting filters, are studied. Furthermore, efficient
implementations for both transmitter and receiver, based on polyphase filters [115] and butterfly
structures with symmetric matrices [26], are presented. The coefficients of the polyphase filters
are obtained from the prototype filter, and each pair of filters can be implemented using a direct
or a transpose form, or lattice structures, singly or in pairs. The computational complexities of the
proposed fast algorithms of implementation, for each different structure, are also derived. Besides,
the performance of an easy frequency-domain equalizer, which can help to correct the distortion of
the power line channel, is proposed and investigated.

On the other hand, OFDM with and without windowing has received widespread attention by
researchers. In this respect, there have been previous studies that derive the achievable data rate of
OFDM-based systems. For instance, in [31] the discrete multi-tone (DMT) capacity was analyzed.
The performance of windowed OFDM systems was studied in [15, 116]. Recent literature has
proposed contributions with specific emphasis on OFDM/OQAM (FBMC/OQAM) [15, 31–33]. A
special case of FBMC, based on the conventional modulation [34], has been studied in [36, 37, 117].
However, to the best of the author’s knowledge, the study of the data rate for the system based on the
ELT-MCM deployed by IEEE 1901, is still an open problem and it will be tackled in this chapter.
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4.1 Baseband Transmitter

The standard considers three different number of subchannels: M = 512, 1024, 2048, and the fol-
lowing prototype filter lengths: N = 2kM, where k denotes the overlapping factor and it equals 2, 3.
On the other hand, the corresponding frame may be transmitted either baseband or by modulation
to a bandpass carrier. We focus for the rest of this section on M = 512 subchannels and baseband,
mandatory for in-home and access applications.

In this case, the equation to obtain the time-domain waveform signal for the frame body is stated
as follows [10, p. 1194]:

1
16

"

3

Â
c=0

Â
k2Kon

PAMk,c · p[n+512c] · cos
✓

p
512

✓

(n+512c)+
512+1

2

◆✓

k+
1
2

◆

+qk

◆

#

(4.1)

where an overlapping factor of 2 is assumed, 0  n < 512, Kon ✓ {0, · · · ,511} is the set of active
subchannels defined by the tone mask [10], PAMk,c is the PAM symbol in the subcarrier-time position
(k, c), p[n] is the prototype filter, and qk is a phase vector for peak power reduction. The values of qk

for M = 512 are defined in [10, Table 14-10], and they are equal to 0 or p . When the total number of
used carriers exceeds 512, the phase vector is constituted by repeating the phase group from carrier
number 1 to 512.

It is important to note that the scale factor 1
16 matches with

q

2
M , and that the phase vector

qk only affects the sign of the time-domain waveform, since it equals 0 or p . Accordingly, the
impulse-response coefficients of the M-channel transmitting filters are given by

fk[n] =

r

2
M

· p[n] · cos
✓

k+
1
2

◆

p
M

✓

n+
M+1

2

◆�

· cos(qk) , (4.2)

where k 2Kon. This expression, excluding the term cos(qk), is nothing but the synthesis filters of an
ELT introduced by H. Malvar [26].

The transmitter given by (4.2) leads us to propose a receiver based on the scheme of modulation
recommended by H. Malvar for the analysis bank or direct ELT [26]. In addition, the phase factors qk

of (4.2) must be included to guarantee perfect symbol recovery in absence of a transmission channel
and noise. Fig. 4.1 shows the block diagram of the ELT-MCM transceiver, in which the receiving
filters are given by

hk[n] =

r

2
M

· p[n] · cos


p
M

✓

k+
1
2

◆✓

N �1�n+
M+1

2

◆�

· cos(qk) . (4.3)
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Fig. 4.1 General block diagram of a baseband ELT-MCM system.

4.2 Prototype Filter

Different prototype filters are proposed in the standard for the cases of M = 512, 1024 and 2048
subchannels, and for overlapping factors k equals 2 or 3. For the case of k = 2, the prototype filter
coefficients p[n] can be obtained from a “mother filter” p0[n], given in [10, p. 1205], as follows:

• M = 512 subchannels:

p[n] =
1
2
{p0[4n+1]+ p0[4n+2]} 0  n < 2M. (4.4)

• M = 1024 subchannels:

p[n] =
1
2
{p0[2n]+ p0[2n+1]} 0  n < 2M. (4.5)

• M = 2048 subchannels:

p[n] = p0[n] 0  n < 2M. (4.6)

• For M = 512,1024,2048 subchannels:

p[n] = p[4M�1�n] 2M  n < 4M. (4.7)

As it can be seen that the resulting prototype filter presents an even symmetry (p[N �1�n] = p[n]).
Unfortunately, the standard does not provide expressions that allow designers to quickly obtain the
corresponding coefficients. However, it can be proved by computer simulations that the prototype
filters belong to a parametrized family of windows proposed by H. Malvar [26] whose coefficients
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Fig. 4.2 Comparison between the first subband filter for M = 512, g = 1, g = 0.3 (IEEE 1901 prototype
filter) and g = 0.

can be generated by [118]:

p[n] = cos(qn0) · cos(qn1), (4.8a)

p[M�1�n] = sin(qn0) · cos(qn1), (4.8b)

p[M+n] = cos(qn0) · sin(qn1), (4.8c)

p[2M�1�n] =�sin(qn0) · sin(qn1), (4.8d)

for n = 0,1, ..., M
2 �1, where

qn0 =�p
2
+µn+M

2
, (4.9a)

qn1 =�p
2
+µ M

2 �1�n, (4.9b)

and
µq =

✓

1� g
2M

◆

(2q+1)+ g
�

(2q+1)p
8M

. (4.10)

Following the above expressions (4.8)-(4.10), it can be proved that the prototype filters rec-
ommended by [10] are identical to the Malvar’s prototype filters with the parameter g = 0.3, for
M = 512, 1024, and 2048. Notice that g , which typically varies in range [0,1], controls the trade-off
between stopband attenuation and transition band width of the filter frequency responses. The higher g
value, the greater stopband power, and the lower transition width. Figs. 4.2 and 4.3 show a comparison
to check the aforementioned properties. Besides, Fig. 4.5 depicts the ambiguity functions for different
g values.

On the other hand, for the case of k = 3, the standard specifies in three different tables the
coefficients of each prototype filter ([10, pp. 120, 1288 y 1292]). Unlike the previous case, the design
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Fig. 4.3 Magnitude responses of the first four subband filters for M = 512 and (a) g = 0, (b) g = 0.5
and (c) g = 1.
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(a) (b)

(c)

Fig. 4.4 The ambiguity function for (a) g = 0, (b) g = 0.5 and (c) g = 1 assuming M = 512.
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Fig. 4.5 PR conditions of the recommended prototype filter for M = 512. a) N = 2048 and b)
N = 3072.

of the ELT window for k > 2 is based on optimization techniques [26]. It is important to note that
these prototype filters can be also employed in the case of bandpass communication system.

4.2.1 Perfect reconstruction property

In order to obtain the perfect reconstruction (PR) property in ELT-based systems, it is necessary to
choose a window that presents even symmetry and satisfies the following condition:

2k�2s�1

Â
i=0

g[n+ iM]g[n+ iM+2sM] = d [s], (4.11)

where n = 0, 1, . . . , M
2 �1 and s = 0, 1, . . . , k �1. Replacing k = 2 in the above equation, it yields:

g2
[n]+g2

[n+M]+g2
[n+2M]+g2

[n+3M] = 1, (4.12a)

g[n]g[n+2M]+g[n+M]g[n+3M] = 0. (4.12b)

Fig. 4.5a shows, by computer simulations, that the recommended prototype filter for k = 2 fulfills the
PR conditions.

Likewise, if k = 3 the PR conditions are given by:

g2
[m]+g2

[m+M]+g2
[m+2M]+g2

[m+3M]+g2
[m+4M]+g2

[m+5M] = 1, (4.13a)

g[m]g[m+2M]+g[m+M]g[m+3M]+g[m+2M]g[m+4M]+g[m+3M]g[m+5M] = 0, (4.13b)

g[m]g[m+4M]+g[m+M]g[m+5M] = 0. (4.13c)
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The above equations have been tested by computer simulations and the results obtained are
depicted in Fig. 4.5b, assuming M = 512 and N = 3072. It can be easily noticed that this prototype
filter does not fulfill the PR conditions (in like manner for M = 1024 and M = 2048). In a nutshell,
the IEEE P1901 working group deploys a PR window for k = 2 and NPR window for k = 3.

4.3 Efficient implementation

4.3.1 Transceiver based on polyphase filters

Transmitting bank

The aim of this subsection is to present an implementation of the wavelet transceiver using polyphase
filters at the transmitting filter bank. To this goal, let us formulate (4.2) in the z-domain using matrices.
Let P(z) = ÂN�1

n=0 p [n] · z�n be the (N � 1)th-order prototype filter transfer function, which can be
expressed by means of the 2M type-I polyphase decomposition [115]:

P(z) =
2M�1

Ầ
=0

z�`G`
�

z2M�, (4.14)

where G`
�

z2M� is the z-transform of g` [n] = p [2nM+ `], ` = 0, · · · ,(2M�1) and M denotes the
number of subchannels.

From the above equation, the transmitting filters Fk (z) can be expressed in the following way:

Fk (z) =
N�1

Â
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for 0  k  (M�1). The above relation is the result of the periodicity of the cosine function which
satisfies [119]:

c f
`+2mM,k = (�1)m c f

`,k.

The transmitting filters of (4.15) are written in a matrix form as:

fT
(z) =
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F0 (z) F1 (z) · · · FM�1 (z)
i
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where
h

ĈT x
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`,k
= c f

`,k · cosqk, (4.18)

t(z) =
h

1 z�1 · · · z�(M�1)
iT

, (4.19)
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and g0 and g1 are M⇥M diagonal matrices with elements

[g0 (z)]k,k = Gk (�z), [g1 (z)]k,k = Gk+M (�z). (4.20)

Let us partition ĈT x as

ĈT x =

"

B0

B1

#

·QQQ, (4.21)

where QQQ is an M ⇥M diagonal matrix with elements [QQQ]k,k = cos(qk) , B0 and B1 are also M ⇥M
matrices, being the elements of the first one given by

[B0]`,k = c4e
`,k · cos(lk0)+ s4e

`,k · sin(lk0), (4.22)

with
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[LLLC0]k,k = cos(lk0) = cos
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p
2

◆

. (4.26)

Notice that C4e and S4e are, respectively, the type-IV even discrete cosine transform (DCT4e) and the
type-IV even discrete sine transform (DST4e) matrices [120, 121].
Regarding the second matrix B1, each of its elements can be expressed as

[B1]`,k = c4e
`,k · cos(lk1)+ s4e

`,k · sin(lk1), (4.27)

where
[LLLC1]k,k = cos(lk1) = cos

✓✓

k+
1
2

◆

3p
2

◆

, (4.28)

[LLLS1]k,k = sin(lk1) = sin
✓✓

k+
1
2

◆

3p
2

◆

. (4.29)

Thus, matrices B0 and B1 can be written as given below:

B0 = C4e ·LLLC0 �S4e ·LLLS0, (4.30a)

B1 = C4e ·LLLC1 �S4e ·LLLS1. (4.30b)
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Important properties are LLLS0 = GGG ·LLLC0, LLLC1 = �LLLC0, LLLS1 = GGG ·LLLC0, and S4e ·GGG = J ·C4e, where GGG
is an M⇥M diagonal matrix with elements [GGG]k,k = (�1)k, for 0  k  (M�1), and J denotes the
counter-identity matrix.
Using the above properties, we have

B0 = (I�J) ·C4e ·LLLC0, (4.31a)

B1 = (�I�J) ·C4e ·LLLC0. (4.31b)

where matrix I denotes the identity matrix. As a result, the transmitting filters can be expressed as
follows:

fT
(z) = tT

(z) ·
h

g0
�

z2M� z�Mg1
�

z2M�
i

·
"

(I�J)
(�I�J)

#

·C4e ·LLLC0 ·QQQ. (4.32)

Receiving bank

Taking the z transform in (4.3), we obtain the system function for the receiving filters Hk (z):

Hk (z) =
N�1

Â
n=0

hk[n]z�n
=

2M�1

Ầ
=0

ch
k,` · cosqk · z�` ·G`

�

�z2M�, (4.33)

where

ch
k,` =

r

2
M

· cos


p
M

✓

k+
1
2

◆✓

N �1� `+
M+1

2

◆�

.

Using matrices, the transmitting filters can be expressed as

h(z) =

2

6

6

6

6

4

H0 (z)
H1 (z)

...
HM�1 (z)

3

7

7

7

7

5

= ĈRx ·
"

g0
�

z2M�

z�Mg1
�

z2M�

#

· t(z) , (4.34)

with
h

ĈRx

i

k,`
= ch

k,` · cosqk. (4.35)

Notice that now the fast implementation of the receiving system depends on the value of k (N = 2kM).
As it has been mentioned above, the standard recommends two different overlapping factors: k = 2
and k = 3. Operating as in the previous subsection, the following result is obtained:

ĈRx =QQQ ·LLLC0 ·C4e ·
h

z (I+J) z (I�J)
i

, (4.36)
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where z = 1 for k = 2, and z =�1 for k = 3. Therefore, the final expression that characterizes the
proposed receiver is the following:

h(z) =QQQ ·LLLC0 ·C4e ·
h

z (I+J) z (I�J)
i

·
"

g0
�

z2M�

z�Mg1
�

z2M�

#

t(z) . (4.37)

The implementation of the whole transceiver is shown in Fig. 4.6. In this figure, the matrix LLLcn =p
2 ·QQQ ·LLLC0, where

[LLLC0]k,k = cos(lk0) = cos
✓✓

k+
1
2

◆

p
2

◆

. (4.38)

This leads to [LLLcn]k,k =±1. To compensate for the constant
p

2, its inverse value is multiplying both
the transmitting and the receiving signals. As it can be appreciated in Fig. 4.6, the output signals of
the corresponding transmitting polyphase filters are added, whereas on the receiving side, each pair of
polyphase filters are fed with the same input signal.

4.3.2 Transceiver based on lattice structures

The prototypes proposed in the standard are linear-phase filters, and the same prototypes can be
employed for both the transmitting and the receiving sides. Let us assume the case of N = 2kM for
M = 512 and k = 2. In this case, the Type-I polyphase components of each filter recommended in
[10] satisfy the following condition:

G̃i(z) ·Gi(z)+ G̃i+M(z) ·Gi+M(z) = 1, (4.39)

where G̃(z) = G⇤ �z�1�, which means that the filter bank is paraunitary1. This leads to a joint
implementation of pairs of filters, i.e., each pair of polyphase filters can be implemented at the same
time using a single lattice structure [122].
Each polyphase filter of Fig. 4.7a has a length equals 2k �1 = 3, and the intermediate coefficient is
zero. Therefore, the ith and i+Mth polyphase filters can be expressed respectively as

Gi(�z2
) = a+bz�2, Gi+M(�z2

) = c+dz�2. (4.40)

The lattice coefficients of the structure of Fig. 4.7b are obtained as [122]

v2n =
�dp

b2
+d2

, v̂2n =
bp

b2
+d2

, (4.41)

r0n =
�ad +bcp

b2
+d2

, s0n =�
p

b2
+d2. (4.42)

Each normalized lattice structure of Fig. 4.7b has six multipliers. As alternative, two equivalent
denormalized lattices, which require four multipliers, can be obtained [122]. In the first denormalized

1This only holds for PR system
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(a) Tansmitter

z-1

ζ

ζ

(b) Receiver

Fig. 4.6 Block diagram of the baseband Wavelet OFDM transceiver implemented with polyphase
filters (M = 512).
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(a) (b)

(c) (d)

Fig. 4.7 (a) Pair of polyphase filters. (b) Implementation using normalized lattice structure. (c)
Implementation using denormalized lattice structure requiring four multipliers. (d) Alternative
implementation using denormalized lattice structure also requiring four multipliers.

structure depicted in Fig. 4.7c, the coefficients are calculated as:

v2d =

v̂2n

v2n
, r0d = r0n · v2n, s0d = s0n · v2n. (4.43)

Similarly, the coefficients of the second denormalized structure (Fig. 4.7d) are given by

v2a =
v2n

v̂2n
, r0a = r0n · v̂2n, s0a = s0n · v̂2n. (4.44)

4.3.3 Transceiver based on butterfly structures

Due to wavelet OFDM is based on ELT, the whole system can be efficiently implemented by means
of butterfly structures with symmetric matrices, which have the form [26, 123]

Dk =

"

�Ck SkJ
JSk JCkJ

#

, (4.45)

where the submatrices Ck and Sk are diagonals with elements

[Ck]`,` = cos(J`,k) , [Sk]`,` = sin(J`,k) , (4.46)

for 0  `
�

M
�

2�1
�

. The values of each q`,k term are obtained from the prototype filter coefficients,
as has been shown (4.9). These butterfly matrices have nonzero values only on their diagonals and
antidiagonals, and they are identical for both the inverse and the direct ELT structures. Furthermore,
using the property of the butterfly structures shown in [123], the number of operations are reduced if
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Fig. 4.8 Block diagram of the ELT-MCM transceiver implemented with butterfly structures.

all the coeficients in Dk, k > 0, are scaled. In this case, the new matrices D̄k are defined as:

D̄k ⌘ diag
�

C�1
k , JC�1

k J
 

Dk, (4.47)

for 1  k  m�1, and

D̄0 ⌘ diag

(

m�1

’
k=1

Ck, J
m�1

’
k=1

C�1
k J

)

D0. (4.48)

Fig. 4.8 shows the efficient implementation using cascaded orthogonal butterflies and pure delays.
In this figure, C4e is a type-IV even discrete cosine transform (DCT4e) matrix and QQQ is an M⇥M
diagonal matrix with elements

[QQQ]k,k = cos(qk) . (4.49)

4.4 Channel equalization

One of the main drawbacks of the FBMC systems is the channel equalization process, which is not as
understandable and efficient as for the standardized DFT-based MCM. In [38], one of the simplest
equalizer to correct the channel effects for CMFB systems is proposed and referred to as ASCET.This
equalization technique compensates for the channel distortion using an analysis sine modulated filter
bank (SMFB) system connected in parallel to the analysis CMFB. Besides, per-subcarrier equalizer
(PSE) is included at each receiving cosine and sine modulated filter banks. The use of ASCET for
PLC is proposed in [37], but not for the ELT-MCM system deployed by the wavelet OFDM physical
layer of [10]. In this section, an appropriate scheme for this system is derived.
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Fig. 4.9 General block diagram of a baseband ELT-MCM with ASCET.

4.4.1 Efficient implementation

Polyphase filters

Fig. 4.9 shows the general block diagram of the ELT-MCM transceiver. In this system, the impulse
response of the filters of the analysis SMFB is given by

hs
k[n] =

r

2
M

· p[n] · sin


p
M

✓

k+
1
2

◆✓

N �1�n+
M+1

2

◆�

· cos(qk) . (4.50)

With the aim of deriving a matrix formulation for the above filter bank with polyphase filters, the
system function Hs

k (z) of each filter of (4.50) is considered:
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Â
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sh
k,` =

r

2
M

· sin


p
M

✓

k+
1
2

◆

·
✓

N �1� `+
M+1

2

◆�

. (4.52)

Operating as previously, a compact expression for the analysis SMFB is derived:

hs
(z) =QQQ ·LLLC0 ·S4e ·

h

z (I�J) z (I+J)
i

"

g0
�

z2M�

z�Mg1
�
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#

t(z). (4.53)
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ζ

ζ

ζ

ζ

Fig. 4.10 Fast implementation of the baseband ELT-MCM receiver including a 0–ASCET with
polyphase filters.

Fig. 4.10 depicts the whole receiver implemented with polyphase filters. It should be noted that
there are some common terms in these expressions that can be grouped in order to implement them
simultaneously and, therefore, to reduce the number of operations. In addition, since the prototype
filter used for both analysis CMFB and SMFB is the same, the lattice structures derived above can be
directly applied from the former to the latter.

Butterfly structures

The implementation using butterfly structures for the ELT-based SMFB can be found in [124]. Consid-
ering the proposed SMFB of the receiver and based on the facts that hs

k[n] = (�1)k+m fk[n]/cos(qk)
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Fig. 4.11 Fast implementation of the baseband ELT-MCM receiver including a 0–ASCET with
butterfly structures.

and that f s
k [n] = (�1)k+m hc

k[n]/cos(qk), it can be derived the following butterfly matrices:

Ds
k =

"

�Ck �SkJ
�JSk JCkJ

#

, (4.54)

which can be used to implement this part of the receiver [124]. The ELT structure with the SMFB
employs a Type-IV even discrete sine transform (DST4e) instead of the DCT4e. Moreover, it is shown
in [124, subsect 3.2] an alternative approach for obtaining the SMFB using the original butterfly
structure of the ELT. The whole receiver is represented in Fig. 4.11.

4.4.2 Per-subcarrier equalizer

Once the SMFB is defined, we focus now on the equalizer block E(z), which is included at each
output of both the analysis/receiving CMFB and SMFB. These equalization blocks are referred to as
cosine-modulated per-subcarrier equalizer (CM-PSE) and sine-modulated per-subcarrier equalizer
(CM-PSE), respectively.
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Fig. 4.12 General block diagram of each per-subcarrier equalizing structure of the L-ASCET.

Following the minimum mean square error (MMSE) criterion and assuming AWGN [37], the kth
subchannel equalizer block is defined as follows:

Ek(w) =

H⇤
ch(w)

|Hch(w)|2 + 1
SNR

, (4.55)

where Hch(w) is the channel frequency response and SNR is the signal-to-noise ratio.

0-ASCET

The complex function Ek(w) can be expressed as

Ek(w)|w=(2k+1) 2p
4M

= ck � j · sk,

for 0  k < M, where ck and sk are the real and the imaginary part of Ek, respectively. The simplest
way to implement this kind of equalizer is only with one coefficient per-subcarrier, in other words,
the transmission channel effects are compensated for by multiplying each output of the CM and SM
receiving filter bank by the constant numbers ck and sk, respectively (see Figs. 4.10 and 4.11). This
equalizer is referred to as zero-order ASCET (0-ASCET).

1-ASCET

As it is claimed in [38], the 0-ASCET is adequate for channels with no fast variations within the
subchannel bandwidth. Unfortunately, this is not the case of the PLC channel and, therefore, it
could be necessary to increase the order of the equalizer to improve the system performance. These
equalizers are called LA-order ASCET (LA-ASCET). In this case, the multiplications employed in
0-ASCET must be changed by FIR filters, as shown in Fig. 4.12.
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Following the development presented in [125], a 3-tap FIR filter can be defined as:

Ek(e jw
) = e0ke jw

+ e1k + e2ke� jw , (4.56)

which corresponds to a non causal form; nonetheless, in practice, a causal version is employed for
each equalizing structure2. In order to obtain the the value of the coefficients of each FIR filter,
some frequency points are selected at each k subchannel. Following the steps of [37, 125, 126], the
frequency points w = 0, p

2 , p , for even subbands, and w =�p , �p
2 , 0, for odd subbands, are chosen.

As a result, the following equations are derived:

• Even subbands
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>

>

>
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p
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w = p.

(4.57)

• Odd subbands
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w =�p
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(4.58)

In these previous equations, k denotes the subchannel under consideration, and

hik =
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, (4.59)

for i = 0,1,2. Then, the 1-ASCET coefficients can be obtained as follows

e0k =±1
2

✓

h0k �h2k

2
� j

✓

h1k �
h0k +h2k

2

◆◆

, (4.60a)

e1k =
h0k +h2k

2
, (4.60b)

e2k =±1
2

✓

h0k �h2k

2
+ j

✓

h1k �
h0k +h2k

2

◆◆

, (4.60c)

where the positive signs stand for even subbands and the negative ones for odd subbands. Since e0k,

e1k and e2k are complex numbers, we have:

eik = cik � jsik, (4.61)

where the real cik and the imaginary sik parts are the kth CM-PSE and SM-PSE, respectively.
2e� jw E(e jw

).
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Fig. 4.13 (a) Magnitude responses for the receiving filters, (b) equivalent magnitude responses.

2-ASCET

As can be inferred from the previous clause, the higher order of the equalizer, the higher performance;
however, the computational complexity of the receiver also increases. Therefore, with the aim at
analyzing the trade-off between equalizer complexity and system performance, the expressions to
obtain the 2-ASCET coefficients are developed.

Following a similar reasoning to that described above, the 2-ASCET can be expressed as a 5-tap
FIR filter3

E(e jw
) = e0e j2w

+ e1e jw
+ e2 + e3e� jw

+ e4e�2 jw . (4.62)

It is well known that the analysis stage of the CMFB consists of a set of M filters (Hi, i = 0,1, . . . ,M�
1), which are obtained from the prototype filter. Fig. 4.13 shows the position of each subband along
the frequency axis (right-shifted version, the amount of right-shift being p/2M). As it can bee seen, the
bandwidth of each subbband is equal to p

M and they are symmetric about p . As in the previous case,
some frequency points are needed to calculated the filter coefficients. Focusing on even subbands,
the frequency points are located at normalized pulses w =

�

0, p
4 ,

p
2 ,

3p
4 ,p

 

, while the frequencies are
located at w =

�

�p,� 3p
4 ,�p

2 ,�
p
4 ,0

 

for odd subbands. The process has been depicted in Fig. 4.14.
Finally, the system of equations for the kth subband is the following:

• Even subbands
3In practice, the causal form is employed: e�2 jw E(e jw

).
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Fig. 4.14 Frequency points chosen for 2-ASCET.
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• Odd subbands
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with
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, i = 0,1,2,3,4, (4.65)



78 ELT-MCM for baseband PLC

and

a =

p
2

2
(1+ j), (4.66)

b =

p
2

2
(1� j). (4.67)

Solving equations (4.63) and (4.64), we obtain the coefficients of Ek(z)
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+ j

 

�h1k +h3k +

p
2

2
(hok �h4k)

!#

, (4.68)

e1k =±1
4

h

h0k �h4k � j
⇣

(h0k �2h1k +2h2k �2h3k.+h4k) ·
⇣

1+
p

2
⌘⌘i

, (4.69)

e2k =
1
2

"

(h0k �h1k +2h2k �h3k +h4k)+

p
2

2
(h0k �2h1k +2h2k �2h3k +h4k)

#

, (4.70)

e3k =±1
4

h

h0k �h4k + j
⇣

(h0k �2h1k +2h2k �2h3k +h4k) ·
⇣

1+
p

2
⌘⌘i

, (4.71)

e4k =
1
4

"

(h1k �2h2k +h3k) +

p
2

2
(�h0k +2h1k �2h2k +2h3k �h4k)

� j

 

�h1k +h3k +

p
2

2
(h0k �h4k)

!#

, (4.72)

where, positive or negative sign is for even or odd subbands, respectively. It should be highlighted that
the order of the ASCET can be increased still further, but increasing the order of the equalizer directly
leads to an increase in the computational complexity for the receiver. For this reason, 2-ASCET seems
to be a good choice.

4.5 Computational complexity

In this section, the computational complexity, in terms of multiplications and additions for input
sample blocks of length M, of each algorithm proposed to implement the ELT-MCM system, is
analyzed. Central to the operation of this system is the DCT4e as the basic transform block at both
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Table 4.1 Number of Multiplications for Input Sample Blocks of Length M of Various Efficient
Algorithms of Implementation of DCT4e.

Algorithm Multiplications (MUL)

Ref. [127] M
2 (log2 M+2)

Ref. [128] M log2 M+

2
3 M� 2

3 (�1)log2 M

Ref. [129] MULbest =
5M
9 log2 M+

2
9 (�1)log2 M log2 M+

10
27 M� 10

27 (�1)log2 M

Table 4.2 Number of Additions for Input Sample Blocks of Length M of Various Efficient Algorithm
of Implementation of DCT4e .

Algorithm Additions (ADD)

Ref. [127] 3M
2 log2 M

Ref. [128] 4M
3 log2 M� 2

9 M+

2
9 (�1)log2 M

Ref. [129] ADDbest =
4M
3 log2 M+

7
9 M+

2
9 (�1)log2 M

the receiver and the transmitter sides. This transform has played a key role in numerous applications,
such as audio signals compression, and thus many fast computational structures can be found (see,
e.g., [127–129]). Tables 4.1 and 4.2 include the computational cost of some efficient algorithms to
implement the DCT4e, and as it can be seen, the algorithm proposed in [129] provides the lower flop
count and the lower number of multiplications. Notice that exactly the same flop count is obtained
for the DST4e, since it is related to DCT4e by means of sign changes and reversals of the input and
output sequences [129].

Regarding the whole receiver, Table 4.3 includes the computational complexity considering
the lattice and butterfly implementations and assuming the 0-ASCET as equalization technique.
This computational complexity has been counted for length-M blocks, sign changes have not been
computed as multiplications, and DCT4e is implemented with the procedure presented in [129].
Moreover, MULbest and ADDbest denote, respectively, the number of multiplications and additions
necessary to carry out the algorithm in [129].

For the lattice structures case, the remaining multiplications are contributed by the first constant
term (M), the polyphase filtering (4M direct or transpose form, 6M normalized and 4M denormalized
lattices), and the 0-ASCET equalizers (2M). The additions are contributed by the polyphase filtering
(2M), the operations with matrices I and J (4M), their outputs (2M) and the 0-ASCETs outputs (M).
Although the computational complexity is almost the same for the three lattice structures, the most
suitable fast algorithms are based on direct/transpose filters or denormalized lattices. On the other
hand, for the butterfly structures case the number of multiplications and additions required for the
analysis/receiving CMFB is equal to kM+

M/2 and kM+

M/2, respectively [26, Sec. 4.4.4]. Therefore
assuming k = 2, the multiplications of the whole receiver are contributed by the analysis CMFB
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Table 4.3 Computational complexity of the efficient ELT-MCM receivers (k = 2).

MPIS APIS

Butterfly Structure 7M+2 ·MULbest 6M+2 ·ADDbest

Direct or Transpose 7M+2 ·MULbest 9M+2 ·ADDbest

Normalized Lattices 9M+2 ·MULbest 9M+2 ·ADDbest

Denormalized Lattices 7M+2 ·MULbest 9M+2 ·ADDbest

Table 4.4 Example of computational complexity of ELT-MCM receivers for M = 512, k = 2, and
N = 2048.

MPIS APIS

Butterfly Structure 9080 16156

Direct or Transpose 9080 17692

Normalized Lattices 10104 17692

Denormalized Lattices 9080 17692

(2M +

M/2), the analysis SMFB (2M +

M/2) and the 0-ASCET equalizers (2M). The additions are
contributed by the CMFB (2M+

M/2), the SMFB (2M+

M/2) and the 0-ASCET equalizers (M). Table
4.4 presents an example for M = 512, k = 2 and N = 2048.

4.6 Data rate analysis

This section discusses the expressions to determinate the theoretical throughput of a baseband ELT-
MCM system. This derivation is based on each transfer function that relates any input of the transmitter
side to any output at the receiver side. In addition, a constellation of infinity granularity has been
assumed which means that each subcarrier can transport a fractional and unlimited number of bits.

With the aim at extending the study here presented, the general block diagram of the ELT-MCM
transceiver, depicted in Fig. 4.9, has been considered. The discrete-time transmitted signal is defined
as

x[n] = Â
k2Kon

Â
m2Z

xk,m · fk [n�mM] , (4.73)

where Kon ✓ {0, · · · ,M�1} is the set of active subchannels defined by the tone mask [10], and xk,m

are the symbols in the subcarrier-time position (k,m), assumed to be zero-mean wide-sense stationary
(WSS) processes. In particular, the variance s2

x is assumed to be identical for all xk,m, which are
independent and identically distributed for every k in Kon. We assume that the PLC channel can be
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modeled as a time-invariant frequency selective channel:

ach[n] =
L�1

Â
l=0

al ·d [n� l], (4.74)

where L is the length of the channel. We also assume that there is no significant variation during a
frame transmission. The received signal is given by

y[n] =
L�1

Â
l=0

al · x[n� l �b ]+ r[n�b ], (4.75)

where r[n] is additive noise and b is a delay included to obtain proper system operation. In this clause,
we assume the noise to be additive white Gaussian noise with zero mean and variance s2

r . Lastly, the
signal at the k0-subcarrier output can be written as

yc
k0,n =

N

Â
t=0

hk0 [t] · y [nM� t] =
N

Â
t=0

hk0 [t]
L�1

Â
l=0

al Â
k2Kon

Â
m2Z

xk,m · fk [nM� t � l �b �mM]

+

N

Â
t=0

hk0 [t] · r [nM�b � t]. (4.76)

In the following subsections, we will obtain the signal-to-interference-plus-noise ratio (SINR)
under the reasonable assumption that the number of subcarriers used is quite large, so that the
interference on a given subcarrier is normally distributed [116].

4.6.1 Transmitting over a channel without noise

Noise apart, the output symbol at the position (k0,m0) can be written as

yc
k0,m0

= Â
k2Kon

Â
m2Z

xk,m

L�1

Â
l=0

al ·Gc
k0,m0

(k,m, l) , (4.77)

where

Gc
k0,m0

(k,m, l) =
N

Â
t=0

fk [m0M� t � l �b �mM] ·hk0 [t]. (4.78)

The expression (4.77) can be separated into the signal, (k,m) = (k0,m0), and interference, (k,m) 6=
(k0,m0). The first part gives rise to the signal of interest

Yc
k0,m0

= xk0,m0

L�1

Â
l=0

al ·Gc
k0,m0

(k0,m0, l) = xk0,m0 ·Qc
k0,m0

(k0,m0) , (4.79)
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the second one to the ISI

Ic
k0,m0

= Â
m2Z
m6=m0

xk0,m

L�1

Â
l=0

al ·Gc
k0,m0

(k0,m, l) = Â
m2Z
m6=m0

xk0,m ·Qc
k0,m0

(k0,m) , (4.80)

and, finally, the ICI

Jc
k0,m0

= Â
k2Kon
k 6=k0

Â
m2Z

xk,m ·
L�1

Â
l=0

al ·Gc
k0,m0

(k,m, l) = Â
Kon
k 6=k0

Â
m2Z

xk,m ·Qc
k0,m0

(k,m) , (4.81)

with

Qc
k0,m0

(k,m) =

L�1

Â
l=0

al ·Gc
k0,m0

(k,m, l) . (4.82)

Therefore, the CMFB output symbol can be expressed as

yc
k0,m0

= Yc
k0,m + Ic

k0,m0
+ Jc

k0,m0
. (4.83)

Following the same reasoning, the SMFB output symbol at the position (k0,m0) is

ys
k0,m0

= Ys
k0,m + Is

k0,m0
+ Js

k0,m0
, (4.84)

where the expressions of the signal of interest, ISI and ICI are similar to (4.79)-(4.81), but Gc
k0,m0

(k,m, l)
must be replaced by

Gs
k0,m0

(k,m, l) =
N

Â
t=0

fk [m0M� t � l �b �mM] ·hs
k0
[t], (4.85)

and

Qs
k0,m0

(k0,m0) =
L�1

Â
l=0

al ·Gs
k0,m0

(k0,m0, l) . (4.86)

4.6.2 Noise Effects

Taking the noise into consideration, (4.83) and (4.84) can be rewritten as

yc
k0,m0

= Yc
k0,m0

+ Ic
k0,m0

+ Jc
k0,m0

+ rc
k0,m0

, (4.87)

ys
k0,m0

= Ys
k0,m0

+ Is
k0,m0

+ Js
k0,m0

+ rs
k0,m0

, (4.88)

where

rc
k0,m0

=

N

Â
t=0

hk0 [t] · r [m0M�b � t] , (4.89)
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rs
k0,m0

=

N

Â
t=0

hs
k0
[t] · r [m0M�b � t] . (4.90)

4.6.3 The SINR of the system considering 0-ASCET

As stated above in subsection 4.4.2, the CM-PSE and SM-PSE are constants in the 0-ASCET:

ck [n] = ck, sk [n] = sk. (4.91)

Thus, the demodulated (k0,m0)th symbol in the absence of noise can be written as

x̂k0,m0 = yc
k0,m0

· ck0 + ys
k0,m0

· sk0

= Yc
k0,m0

· ck0 +ys
k0,m0

· sk0
| {z }

YT
k0 ,m0

+ Ic
k0,m0

· ck0 + Is
k0,m0

· sk0
| {z }

IT
k0 ,m0

+Jc
k0,m0

· ck0 + Js
k0,m0

· sk0 ,
| {z }

JT
k0 ,m0

(4.92)

where YT
k0,m0

, IT
k0,m0

and JT
k0,m0

are the signal and the total interference parts at the (k0,m0)th symbol.
The signal power can then be calculated as the second central moment:

PY (k0) = E
h

�

�YT
k0,m0

�

�

2
i

= s2
x
�

�Qc
k0,m0

(k0,m0) · ck0 +Qs
k0,m0

(k0,m0) · sk0

�

�

2
, (4.93)

where E[·] is the expected value. Next, the intersymbol interference power is obtained as

PISI (k0) = E
h

�

�IT
k0,m0

�

�

2
i

=s2
x Â

m2Z
m6=m0

�

�Qc
k0,m0

(k0,m) · ck0 +Qs
k0,m0

(k0,m) · sk0

�

�

2
. (4.94)

On the other hand, the total intercarrier interference power can be obtained as

PICI (k0) = E
h

�

�JT
k0,m0

�

�

2
i

= s2
x Â

Kon
k 6=k0

Â
m2Z0

�

�Qc
k0,m0

(k,m) · ck0 +Qs
k0,m0

(k,m) · sk0

�

�

2
. (4.95)

The noise at the demodulated (k0,m0)th symbol can be expressed as

Pr (k0) = E
h

�

�rc
k0,m0

· ck0 + rs
k0,m0

· sk0

�

�

2
i

= s2
r

N

Â
t=0

�

�ck0 ·hk0 [t]+ sk0 ·hs
k0
[t]
�

�

2
. (4.96)

Considering (4.93), (4.94), (4.95), and (4.131), the SINR at the k0th subcarrier is obtained as

SINR(k0) =
PY (k0)

PISI (k0)+PICI (k0)+Pr (k0)
. (4.97)
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4.6.4 The SINR of the system considering LA-ASCET

In the LA-ASCET, the constant coefficients employed in 0-ASCET are replaced by FIR filter (see
subsection 4.4.2), i.e., we have

ck [n] =
LA

Â
µ=�LA

ck,µ ·d [n�µ], (4.98)

sk [n] =
LA

Â
µ=�LA

sk,µ ·d [n�µ]. (4.99)

In this case and in the absence of noise, the demodulated (k0,m0)th symbol is given by

x̂k0,m0 =

LA

Â
µ=�LA

Â
k2Kon

Â
m2Z

xk,m ·
⇣

Qc
k0,m0�µ (k,m) · ck0,µQs

k0,m0�µ (k,m) · sk0,µ

⌘

. (4.100)

As in the previous case, the equations can be split into two groups: the signal, (k,m) = (k0,m0), and
the interferences, (k,m) 6= (k0,m0). For the first group, the following term

YT
k0,m0

=

LA

Â
µ=�LA

xk0,m0 ·
⇣

Qc
k0,m0�µ(k0,m0) · ck0,µ +Qs

k0,m0�µ(k0,m0) · sk0,µ

⌘

, (4.101)

includes the desired symbol. Otherwise, the interference part can be defined as

IT
k0,m0

=

LA

Â
µ=�LA

Â
m2Z
m6=m0

xk0,m ·
⇣

Qc
k0,m0�µ(k0,m) · ck0,µ +Qs

k0,m0�µ(k0,m) · sk0,µ

⌘

, (4.102)

and

Jk0,m0 =

LA

Â
µ=�LA

Â
k2Kon
k 6=k0

Â
m2Z

xk,m

⇣

Qc
k0,m0�µ (k,m) · ck0,µ +Qs

k0,m0�µ (k,m) · sk0,µ

⌘

. (4.103)

The desired signal power can be expressed as

PY (k0) = s2
x

LA

Â
µ=�LA

�

�

�

Qc
k0,m0�µ (k0,m0) · ck0,µ .Q

s
k0,m0�µ (k0,m0) · sk0,µ

�

�

�

2
. (4.104)

On the other hand, the interference power can be obtained as

PISI (k0) = s2
x

LA

Â
µ=�LA

Â
m2Z
m 6=m0

�

�

�

Qc
k0,m0�µ (k0,m) · ck0,µQs

k0,m0�µ (k0,m) · sk0,µ

�

�

�

2
, (4.105)
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and

PICI (k0) = s2
x

LA

Â
µ=�LA

Â
k2Kon
k 6=k0

Â
m2Z

�

�

�

Qc
k0,m0�µ (k,m) · ck0,µ +Qs

k0,m0�µ (k,m) · sk0,µ

�

�

�

2
. (4.106)

The noise power can be calculated as

Pr (k0) = s2
r

N+2LA

Â
t=0

�

�

�

hk0,µ [t]+hs
k0,µ [t]

�

�

�

2
, (4.107)

where
hk0,µ [n] = hk0 [n]⇤ ck [n] , hs

k0,µ [n] = hs
k0
[n]⇤ sk [n] . (4.108)

Finally, (4.104), (4.105), (4.106) and (4.107) allow obtaining the SINR at the k0th subcarrier:

SINR(k0) =
PY (k0)

PISI (k0)+PICI (k0)+Pr (k0)
. (4.109)

4.6.5 Generalized and simplified data rate expressions

A novel and more efficient way to obtain the theoretical expressions that calculate the data rate of
an ELT-MCM system, when the channel noise is not AWGN, is here presented. As in the previous
subsection, a constellation of infinity granularity has been assumed, thus each subcarrier can transport
a fractional and unlimited number of bits.
The discrete-time transmitted signal can be expressed in the z-domain as follows

X(z) =
M�1

Â
k=0

Fk(z) ·Xk
�

zM� , (4.110)

where Fk(z) is the system function of each filter given in (4.2). Let us consider the channel impulse
response and the channel noise in the z-domain, respectively expressed as Hch(z) and R(z). The first
block in the receiver side introduces a delay of b samples, so the received signal can be written as

Y (z) = X(z) ·Hch(z) · z�b
+R(z) · z�b . (4.111)

The i-th output of the synthesis CMFB in the absence of noise can be expressed in the z-domain as

Y c
i (z) =

1
M

M�1

Â
l=0

Hc
i

⇣

z
1
M W l

⌘

Y
⇣

z
1
M W l

⌘

=

1
M

M�1

Â
l=0

Hc
i

⇣

z
1
M W l

⌘

X
⇣

z
1
M W l

⌘

Hch

⇣

z
1
M W l

⌘⇣

z
1
M W l

⌘�b

=

1
M

M�1

Â
l=0

Hc
i

⇣

z
1
M W l

⌘

"

M�1

Â
k=0

Fk

⇣

z
1
M W l

⌘

·Xk

✓

⇣

z
1
M W l

⌘M
◆

#

Hch

⇣

z
1
M W l

⌘

z�
b
M W�lb , (4.112)
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where W = exp� j 2p
M . Rearranging terms, we obtain

Y c
i (z) =

1
M

M�1

Â
l=0

Hc
i

⇣

z
1
M W l

⌘

"

M�1

Â
k=0

Fk

⇣

z
1
M W l

⌘

·Xk (z)

#

Hch

⇣

z
1
M W l

⌘

z�
b
M W�lb

=

1
M

M�1

Â
k=0

Xk(z)
M�1

Â
l=0

Hc
i

⇣

z
1
M W l

⌘

Fk

⇣

z
1
M W l

⌘

Hch

⇣

z
1
M W l

⌘

z�
b
M W�lb , (4.113)

where Hc
i (z) and Hs

i (z) are the z-transform or the filters given in (4.3) and (4.50), respectively.Then,
defining T c

i,k(z) = Hc
i (z)Fk(z)Hch(z), we get

Y c
i (z) =

1
M

M�1

Â
k=0

Xk(z)
M�1

Â
l=0

T c
i,k

⇣

z�
1
M W l

⌘

z�
b
M W�lb

=

M�1

Â
k=0

Xk(z)Uc
i,k(z), (4.114)

where the relation in the time-domain between Uc
i,k(z) and T c

i,k(z) is given by uc
i,k[n] = tc

i,k[nM �b ],
i.e., uc

i,k[n] is a delayed and decimated version of tc
i,k[n]. Following the same reasoning, the ith output

of the synthesis SMFB is given by

Y s
i (z) =

1
M

M�1

Â
k=0

Xk(z)
M�1

Â
l=0

T s
i,k

⇣

z�
1
M W l

⌘

z�
b
M W�lb

=

M�1

Â
k=0

Xk(z)Us
i,k(z), (4.115)

where T s
i,k(z) = Hs

i (z)Fk(z)Hch(z) and us
i,k[n] = ts

i,k[nM�b ].
It is important to highlight that when the subchannel filters show high selectivity and discrimination
between subcarriers, the functions tc

i,k[nM�b ] and ts
i,k[nM�b ] are nearly zero when k 6= i�1, i, and

i+1.
Next, assuming that an LA-ASCET is chosen as channel equalization technique, the ith demodulated
symbol can be written as

X̂i(z) =Y c
i (z) ·Ci(z)+Y s

i (z) ·Si(z)

=

M�1

Â
k=0

Xk(z)
�

Uc
i,k(z) ·Ci(z)+Us

i,k(z) ·Si(z)
�

=

M�1

Â
k=0

Xk(z)Vi.k(z), (4.116)

where Ci(z) and Si(z) are, respectively, the z-transform of

ci[n] =
LA

Â
µ=�LA

ci,µ ·d [n�µ], (4.117)

si[n] =
LA

Â
µ=�LA

si,µ ·d [n�µ], (4.118)
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with ci [n] and si [n] being the impulse response of the subcarrier filters that carry out the frequency
domain equalization. These filters are included at each output of both the CMFB and the SMFB
receiving system [38, 28] (see 4.4). Then, the reconstructed symbol can be rewritten as follows

X̂i(z) = Xi(z)Vi,i(z)+
M�1

Â
k=0
k 6=i

Xk(z)Vi,k(z), (4.119)

and expressed in time-domain as

x̂i[n] =Ầvi,i[`] · xi[n� `]+
M�1

Â
k=0
k 6=i

Ầvi,k[`] · xi[n� `]

=vi,i[0] · xi[n]+ Ầ
` 6=0

vi,i[`] · xi[n� `]

| {z }

ISI

+

M�1

Â
k=0
k 6=i

Ầvi,k[`] · xi[n� `]

| {z }

ICI

, (4.120)

where ISI and ICI denote, respectively, the intersymbol and the intercarrier interference.
The power of the ith subcarrier signal can be calculated as

Pg(i) = s2
x |vi,i[0]|2 . (4.121)

Similarly, the power corresponding to the intersymbol and intercarrier interference of the ith subcarrier
(PISI (i) and PICI (i)) can be obtained as

PINT (i) = PISI(i)+PICI(i) = s2
x

0

B

@ Ầ
6̀=0

|vi,i[`]|2 +
M�1

Â
k=0
k 6=i

Ầ |vi,k[`]·|2

1

C

A

.

With regard to the noise at the ith output of the synthesis CMFB/SMFB, it can be calculated as
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respectively, where Gc
i (z) = Hc

i (z)R(z) and Gs
i (z) = Hs

i (z)R(z). In the time-domain, (4.122) and
(4.123) can be expressed as
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Therefore, the noise at the ith demodulated symbol is
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with
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where Rr(t1, t2) is the noise autocorrelation between times t1 and t2. The other terms of (4.127) are
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Therefore, the noise power yields
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Assuming that the PLC noise is a stationary stochastic processes, the equation (4.131) can rewritten as
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where t = (t2 � t1)+M(µ2 �µ1). It is important to note that if the PLC noise is AWGN, (4.131) can
be simplified to expression (4.107).

4.7 Achievable Data Rate Analysis

The theoretical data rate can be calculated by the following expression:

R = D f Â
k2Kon

C(k), (4.133)

where D f is the subcarrier spacing, Kon is the set of active subcarriers and C(k) is the maximal data
rate for the kth subchannel, which can be calculated by means of the following expression:

C(k) = log2

✓

1+
SINR(k)

c

◆

. (4.134)

where the SINR is given by (4.97) or (4.109), and G is the SINR gap. Since IEEE 1901 [10] proposes
the PAM as the primary mapping for the ELT-MCM PHY, and assuming that an M-QAM is like 2
M-PAM independent modulations [13, 20], c is defined by

c ⇡ 1
3



Q�1
✓

SER
2

◆�2

. (4.135)

where SER stands for the symbol error rate and Q�1
(·) is the inverse tail probability of the standard

normal distribution [13, 20]. For c = 1, C(k) is the capacity of the kth subchannel.
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4.8 Simulation results

In this section, the performance of a baseband system through several computer simulations is
investigated. The ELT-MCM system performance is analyzed in terms BER and data rate. The general
block of the transceiver has been depicted in Fig. 2.5.

Let us assume some specifications deployed by IEEE 1901 for the baseband ELT-MCM system
that employs the prototype filter recommended for M = 512 and k = 2. In this scheme, there are 360
active subcarriers (used for data modulation) in the frequency range from 1.8 MHz to 30 MHz, and
the frequency spacing (d f ) is fixed to 61.035 kHz. Furthermore, an error-correcting-code system (see
2.3.3), with a codification rate of 1/2, has been used to calculate the BER. Meanwhile, a non ECC
system has been employed to obtain the data rate.

4.8.1 Main results

In-home PLC scenarios

The first set of simulations consist in averaging the outcome of 100 transmissions through different
impulse response realizations representative of classes 1 (strong signal attenuation), 5 (medium
attenuation) and 9 (little attenuation), all of then generated by Tonello’s model (see 3.1.1). Besides, the
PLC background noise (BGN) and the periodic impulsive noise synchronous (PINS) and asynchronous
(PINA), based on Corte’s model (see 3.1.2), have also been included. It is important to note that
the SNR is obtained from the receiver side. For each SNR, more than one million binary data were
generated and converted into parallel data to be transmitted over the active 360 subcarriers described
in [10]. Before proceeding with the multicarrier modulation, the data at each subcarrier are mapped by
2-PAM (a.k.a. BPSK). We assume that the channel remains constant during each multicarrier symbol,
though it changes independently among different symbols. Furthermore, we also assume both perfect
synchronization and channel estimation. Finally, 0- and 1-ASCET have been chosen as equalizers.

Fig. 4.15 shows the average BER of the transceiver system under the above conditions, and as it
can be seen, the first remark that can be made on the results is that 1-ASCET always outperforms
0-ASCET. Nevertheless, and as it was expected, we can notice that the gains in the BER results
for good channels (class 9) are lower than the ones observed for the simulations of classes 5 and
1. For instance, considering class 9 channels, the 1-ASCET system shows gains of only 0.3 dB for
BER = 10�4, whereas for class 5 is around 1 dB. Finally, the 1-ASCET for class 1 exhibits BER
values below 10�2 for SNR � 11.9 dB, whereas more than 25 dB are needed to obtain a similar BER
value with the 0-ASCET system.

As a second scenario, a narrowband interference (NBI) with one frequency component located at
200 kHz, simulating an interference form comercial AM radio station, is also considered in classes 9
and 1. As it can be seen in Fig. 4.16, the 1-ASCET shows a gain of around 16 dB for a BER value
of 10�3 for class 9. It even yields a better performance in class 1: the BER value is below 10�4 for
SNR � 19.1 dB. Conversely, the systems reach error floors around 40 dB for 0-ASCET. In conclusion,
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Fig. 4.15 BER performance comparison in 2-PAM under colored background, impulsive, synchronous
and asynchronous noises.
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Fig. 4.16 BER performance comparison in 2-PAM under all different PLC noises.

the 1-ASCET outperforms the 0-ASCET scheme, but with different strength depending on the class
of channels. The former really takes advantage over the latter for the most disturbed channels and
under the presence of different types of noise.

In the last experiment, the BER performance of the baseband ELT-MCM transceiver is analyzed
assuming the same kind of noise described in the second scenario. However, in this experiment, the LTI
best-case and worst-case channels, based on Cañete’s model (see 3.1.1), has been employed. Besides,
a coding rate equal to 2/3 has been also considered to calculate its impact on the system perfromance.
As seen from Fig. 4.17, 1-ASCET does not achieve improvement performance compared to 0-ASCET.
Furthermore and as expected, the best-case channel exhibits the best performance. Finally, increasing
the value of the coding rate creates a separation in BER performance of around 6.5 dB (best-case) and
5 dB (worst-case) for BER = 5 ·10�3.
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Fig. 4.17 BER performance comparison in 2-PAM under all different PLC noises and different coding
rates.

Hereafter the baseband ELT-MCM system performance in terms of data rate, considering a
constellation of infinity granularity, is presented. Furthermore, it is compared with the windowed
OFDM system performance. The specifications of the windowed OFDM system are also based on
[10]. This system uses 4096 subcarriers with up to 917 usable subcarriers in the range of [1.8�30]
MHz and the subcarrier spacing (D0

f ) is approximately 24.414 kHz. In addition, the standard fixes a
mandatory payload symbol guard interval (GI) equals 556, 756 or 4712 samples, thus, the GI is chosen
to be 756 to provide good system performance and to not penalize this transceiver. The theoretical
data rate can be calculated using (4.133), but, since this technique needs a guard interval, the data rate
formula yields [15]

R0
= D0

f Â
k2K0

on

M
M+GI

log2

✓

1+
SINR0

(k)
c 0

◆

, (4.136)

where K0
on is the set of active subcarriers, SINR’ can be calculated as follows [15]

SINR0
(k0) =

s2
x (k0)|Hk0 |2

s2
n (k0)+PWo f dm

ICI+ISI(k0)
, (4.137)

where Hk0 denotes the frequency channel coefficient on the kth subcarrier, and c 0 is defined by

c 0 ⇡ 1
3
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for 22K-QAM constellations. In (4.135) and (4.138), the SER has been fixed to 10�3 for both wavelet
OFDM and windowed OFDM systems. Besides, following the same process as in [15, 31], the
ELT-MCM system is evaluated with 0-ASCET (1-tap), 1-ASCET (3-tap), and 2-ASCET (5-tap), while
a zero-forcing equalizer is used in windowed OFDM system.
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Fig. 4.18 Comparison of windowed OFDM and ELT-MCM (with 0-, 1-, 2-ASCET) for channels of a)
class 9, b) class 5 and c) class 1 and AWGN.

In the fourth simulation, the windowed OFDM data rate is compared with that of the wavelet
OFDM, over class 9 in-home PLC channels and assuming AWGN as PLC noise. Fig. 4.18a depicts the
theoretical data rate obtained under these conditions. As can be appreciated, a significant difference
can be seen: Windowed OFDM outperforms ELT-MCM, almost tripling the data rate at high SNR
values. Moreover, since the PLC channel is one of the most hostile channels, the 0-ASCET is not
enough to compensate for the channel distortion.

In the next comparison, we investigate the performance of both multicarrier schemes under the
same conditions as the previous one, but in the presence of PLC channels of class 5. Fig. 4.18b shows
the resulting data rate, and as it can be seen, the highest values are achieved by the ELT-MCM system
with 2-ASCET. These results are obtained when 1-ASCET or 2-ASCET are employed. Actually, the
ELT-MCM data rate associated with 2-ASCET is 179.5% higher for SNR=20 dB.

As sixth scenario, both multicarrier schemes have been analyzed in the same conditions than in
the fourth one but with class 1 PLC channels. As shown in Fig. 4.18c, the data rate of windowed
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Fig. 4.19 Mean value of data rate in presence of class 1 and class 5 channels, assuming AWGN as
channel noise.

OFDM system is considerably reduced and it is outperformed by the ELT-MCM, which shows better
results than those shown in the first simulation. Finally, to easily prove the gain related to ELT-MCM
over windowed OFDM, the mean value of the data rate related to the second and third simulations is
shown in Fig. 4.19.

In the following set of experiments, the AWGN has been replaced by in-home PLC background
noise, which is associated with a heavily disturbed channel and it is based on Corte’s model (see 3.1.2).
In this example, the resulting data rate is obtained once again over class 9 in-home PLC channels for
both windowed OFDM and ELT-MCM. Fig. 4.22a depicts the theoretical data rate obtained under
these conditions: windowed OFDM outperforms ELT-MCM in the same way as it did with AWGN,
tripling the data rate.

We investigate now the performance of both multicarrier schemes over PLC channels of class 5
under strong BGN. The resulting data rate are shown in Fig. 4.22b, and as can be seen, the highest
values are achieved by the ELT-MCM system with 2-ASCET. Actually, the ELT-MCM data rate
associated with 2-ASCET is 156% higher for SNR=20 dB.

Finally, both multicarrier schemes have been compared over class 1 PLC channels. As shown in
Fig. 4.20c, the data rate of windowed OFDM system is considerably reduced and it is outperformed
by the ELT-MCM. To easily prove the gain associated to the ELT-MCM system in the above set of
simulations, the mean value of the data rate in the presence of class 5 and class 1 channels is depicted
in Fig. 4.21.

Based on the experiments, it can be appreciated that the ELT-MCM performs better than windowed
OFDM when the signal attenuation increases (more hostile channels). This phenomenon can be
explained analyzing the interference power (PISI +PICI) of both multicarrier schemes. Fig. 4.22
represents the interference power of windowed OFDM and ELT-MCM assuming a maximum allowed
power spectral density of -55 dBm/Hz (defined by the standard) and the first channel realization. It
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Fig. 4.20 Comparison of windowed OFDM and ELT-MCM (with 0-, 1-, 2-ASCET) for channels of a)
class 9, b) class 5 and c) class 1 and strong BGN.
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Fig. 4.22 (a) FFT OFDM PHY and (b) ELT-MCM interference power in each PLC channel.

can be seen how the windowed OFDM interference power rises when the channel hostility rises too,
reaching an average of �10 dBm/Hz for the PLC channel class 1 (66 dB higher than the interference
power obtained for the class 9). On the other hand, the ELT-MCM interference power remains more
uniform for little, middle and strong signal attenuation, proving that wavelet OFDM is more robust
to hostile channel than windowed OFDM. Furthermore, the data rate of windowed OFDM varies
considerably among the channel tested, e.g., from 64 Mbps to 125 Kbps as shown in Fig. 4.18b.
Meanwhile, the performance of ELT-MCM is more homogeneous, achieving data rate between 19
Mbps and 11 Mbps under the same conditions.

In-vehicle PLC scenarios

As mentioned above, the ELT-MCM transmitting and receiving filters are obtained from a prototype
filter which, for k = 2, belongs o a family of windows proposed in [26] which fulfills the PR property.
Nevertheless, based on (4.10), the question that arises is: Does the g factor affect the ELT-MCM
system performance?

The results here presented seek to clarify the ELT-MCM system performance with different g
factor. As the standard IEEE 1901 specifies that the deployed system can also be used on platforms,
in-car and in-aircraft scenarios are assumed. For this purpose, the BER and the data rate are obtained
for the following g values: 0, 0.3 (recommended in [10]), 0.5, 0.75 and 1. For all of the simulations,
the system uses 512 subcarriers, which just 360 active subcarriers, as it is recommended in [2, 28]
MHz; the frequency spacing (4 f = 61.035 KHz) defined in [10] has been used. Besides, ASCET
with 1 (0-ASCET), 3 (1-ASCET) and 5 (2-ASCET) [27] coefficients have been chosen as equalization
technique [37, 38]. A concatenated encoder, with a codification rate of 1/2, has been used as FEC
block to calculate the BER. However, a non FEC system has been employed to obtain the data rate.
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1. In-car PLC channel scenario:

The BER has been obtained considering the in-car PLC noise environment described in Sec.
3.2.1, in addition, it is assumed a 2-PAM modulation and a code rate equals 1/2. As can be
appreciated in Fig. 4.23, there is no single solution for all the cases, indeed, the best system
performance is achieved in each case for a different g value. For instance, when in-car PLC
noise is modelled only as BGN, the best system performance is obtained for g = 0 (g = 1,
g = 0) when 0-ASCET (1-ASCET, 2-ASCET) has been employed as equalization technique.
However, due to the ECC blocks, the difference between the best and the worst performance is
not significant.

On the other hand, the resulting achievable data rate, considering a constellation of infinity
granularity, is shown in Fig. 4.24. In the light of the results of theses simulations, it can be seen
that g = 1 achieve the highest throughput in almost all cases. In fact, the data rate got by g = 1
is 11.95%, 11.62% and 9.41% higher than that obtained with the IEEE 1901 prototype filter in
each case, for the different PLC noise cases and assuming a 2-ASCET equalizer (left column).

Furthermore and in view of the results, one may conclude that the periodic impulse noise (with
high or low repetition rate) has a small impact in the system performance.

2. In-aircraft PLC channel simulation:

Fig. 4.25 shows the BER obtained under the conditions described previously. As in the former
simulation there is no single solution, for each particular case, there is a different g value for
which the best performance is obtained. But again, due to the FEC blocks, the variation between
the worst and the best result is minimum.

Fig. 4.26 depicts the resulting system data rate. As can be appreciated, the best performance
is achieved for g = 1 in all the cases. In fact, for the case of SPBD-IBU14 PLC channel and
0-ASCET equalizer, the system performance achieved for g = 0 is 27.76% higher than that
obtained with the recommended prototype filter (g = 0.3 ). Likewise, for the same g factor and
PLC channel but with higher order ASCET (1- and 2-ASCET), the system achieves a data rate
4.77% and 11.47% higher than those obtained with g = 0.3.

We can conclude from these results that the system performance is most affected by the number
of VTs than by the distance. For instance, the BER and the data rate obtained in the links
SPDB-IBU 4 and SPDB-IBU 11 are approximately the same, even when the path length in the
latter is almost twice than in the former.

4.8.2 Other results

After studying the trade-off between stopband attenuation and transition band and how it influences
in the ELT-MCM system performance, another question arises: Is the recommended prototype filter
(referred to as Malvar window) the best choice for PLC? With the goal of solving this question,
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Fig. 4.23 BER for different in-car PLC channel, noises and equalizers.
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Fig. 4.24 Achievable data rate for different in-car PLC channel, noises and equalizers.
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Fig. 4.25 BER for different in-aircraft PLC channel, noises and equalizers.
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Fig. 4.26 Achievable data rate for different in-aircraft PLC channel, noises and equalizers.
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Fig. 4.27 a) Time-domain waveform and b) magnitude of the different windows under analysis.

the system performance obtained with different windows will be compared with other windows,
specifically, Malvar (with k = 2), Hanning, Hamming and Blackman window. Fig. 4.27a and 4.27b
show, respectively, the time-domain waveform and the magnitude of the different windows under
analysis. The system follows the specifications described at the beginning of this section (see 4.8),
nonetheless, just 0- and 1-ASCET have been considered. Class 9, class 5 and AWGN have been
chosen as in-home PLC channels and noise, respectively.

As can be appreciated in Fig. 4.28, the lowest BER is achieved by the system when the Malvar or
the Blackman window is implemented, with just a minimum difference between both. However, when
the data rate is analyzed the difference increases, in this case, the Blackman window performance is
20% higher than the Malvar window at 5 dB.

The second comparison is performed under the same conditions than in the previous one, but
0-ASCET equalizer has been replaced by 1-ASCET. The results have been shown in Fig. 4.29. Pre-
dictably, the Malvar window efficiency increases, nevertheless, it remains lower than the performance
obtained with the Blackman window for both BER and data rate.

Finally, Fig. 4.30 depicts the third comparison but considering a class 5 channel. Surprisingly,
under these conditions, Malvar windows provides the worst performance, while the best one is
achieved by the Hamming window for both BER and data rate. Indeed, the latter achieves a BER
7 times lower and a data rate 197% higher than the former at 15 dB. However, if the equalizer
complexity is increased (see Fig. 4.31), the Blackman windows outperforms the rest of windows.

In the light of these results, it is concluded that there are another waveforms that could provide a
better system performance than that obtained with the recommended prototype filter (with k = 2), at
least for baseband broadband communications over the electrical wiring.



4.8 Simulation results 103

0 2 4 6 8 10

SNR (dB)

10-6

10-4

10-2

100

B
E

R

Malvar

Hamming

Hanning

Blackman

(a) BER

0 2 4 6 8

SNR (dB)

0

5

10

15

20

25

D
a

ta
 r

a
te

 (
M

b
p

s)

Malvar

Hamming

Hanning

Blackman

(b) Data rate

Fig. 4.28 System performance comparison between different windows assuming class 9 and 0-ASCET.
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Fig. 4.29 System performance comparison between different windows assuming class 9 and 1-ASCET.
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Fig. 4.30 System performance comparison between different windows assuming class 5 and 0-ASCET.
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Fig. 4.31 System performance comparison between different windows assuming class 5 and 1-ASCET.



CHAPTER 5

ELT-MCM for bandpass PLC

In the previous chapter, the baseband ELT-MCM system for broadband PLC, based on the IEEE 1901
specifications, has been developed. Nonetheless, the standard also deploys a bandpass wavelet OFDM
transmitter with the goal of keeping spectral efficiency for bandpass communications [10, pp. 1196].

This chapter is intended to study the bandpass transmitter deployed by the standard and to propose
a compatible receiver to demodulate the transmitted data. As in the previous chapter, an ASCET
has been selected as equalization technique. Thus, an efficient implementation of the whole system
based on butterfly structures, including an analysis of its computational complexity, is carried out.
Likewise, the theoretical expressions to calculate the ISI, ICI, the power of the noise and the data rate
are derived. Finally, the system performance is analyzed under different PLC scenarios.

5.1 Bandpass system

5.1.1 Transmitting Filter Bank

Just as with the baseband system, the standard [10] deploys for bandpass communications prototype
filters p[n] that can have different lengths: N = 2kM, with k = 2, 3, and different number of subcarriers
(M = 512,1024,2048).
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Assuming an overlapping factor k = 2, the in-phase SI
[n] and quadrature SQ

[n] time-domain
waveform signals for the frame body are stated as follows [10, pp. 1200]:
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where 0  n < M , M denotes the number of subcarriers, Kon ✓ {0, . . . , M} is the set of active
subchannels1 defined by the tone mask [10], and qk is the phase constant for peak power reduction.
Carrier data on positive and negative frequencies relative to the bandpass carrier are denoted by
positive x+ and negative x� superscripts. Then, (5.1a) and (5.1b) can be rewritten as:
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f c
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Notice that, as for baseband ELT-MCM, qk only affects the sign of the time-domain waveform
and the scale factor 1

16 matches with
q

2
M for M = 512. Finally, f c

k [n] and f s
k [n] are, respectively, the

synthesis filters of a CMFB and a SMFB of an ELT. The set of both systems constitutes the synthesis
filters of an exponentially ELT-MCM, where the transmitting filters can be written as [84]

fk[n] = f c
k [n]+ j · f s

k [n] =

r

2
M

p[n]e j·
(

p
M (k+ 1

2)(n+M+1
2 )) · cos(qk) . (5.4)

The recommended transmitter scheme is depicted in Fig. 5.1 [10, Figure 14-26], whereas
the general block diagram is plotted in Fig. 5.2. Taking into account the studies performed in

1The index k is defined into the range of [0, M�1] for the positive or negative subbands.
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Fig. 5.1 Block diagram of the passband transmitter deployed by the standard.

[130, 124, 126], the kth complex synthesis filter can be expressed as

f±k [n] =± f c
k [n]+ j · f s

k [n], (5.5)

where the positive signs stand for positive bandpass frequencies and the negative signs stand for
negative frequencies. The complex bandpass Wavelet OFDM system is based on an ELT-MCM and on
its sine modulated counterpart, which can be efficiently implemented by means of butterfly structures
[123, 124]. Fig. 5.3 depicts an example of the proposed transmitter employing cascaded orthogonal
butterflies and pure delays. Here, C4e is a type-IV even discrete cosine transform (DCT4e) matrix,
S4e is a type-IV even discrete sine transform (DST4e) matrix, QQQ is an M⇥M diagonal matrix with
elements [QQQ]k,k = cos(qk), and Di and Ds

i are defined as follows

Dk =

"

�Ck SkJ
JSk JCkJ

#

, (5.6)

Ds
k =

"

�Ck �SkJ
�JSk JCkJ

#

. (5.7)

where the submatrices Ck and Sk are diagonals with elements

[Ck]`,` = cos(J`,k) , [Sk]`,` = sin(J`,k) . (5.8)

Only the butterfly implementation has been presented because it provides the lowest computational
complexity for both the baseband and the passband ELT-MCM systems. Nevertheless, with the
detailed study described in Ch. 4 the efficient implementation of the passband ELT-MCM system by
means of both poliphase filters and lattice structures can be easily derived.
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Fig. 5.2 General block diagram of the passband wavelet OFDM transmitter.
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Fig. 5.3 Block diagram of the passband Wavelet OFDM transmitter implemented with butterfly
structures.
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5.1.2 Receiving Filter Bank

The previous transmitting bank leads to propose the following reception system:

hk[n] =

r

2
M

p[n]e j·
(

p
M (k+ 1

2)(N�1�n+M+1
2 )) · cos(qk) . (5.9)

In an equivalent way, we define

h±k [n] = ±hc
k[n]� j ·hs

k[n]

= ± f c
k [N �1�n]� j · f s

k [N �1�n], (5.10)

where the k-th complex analysis filter can be implemented as the time reflection of the transmission
bank

hc
k[n] =

r

2
M

· p[n] · cos
✓

p
M

✓

k+
1
2

◆✓

N �1�n+
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· cos(qk) ,
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2
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· p[n] · sin
✓

p
M

✓

k+
1
2

◆✓

N �1�n+
M+1

2

◆◆�

· cos(qk) .

As far as the channel equalization is concerned, an ASCET can be used for ELT-based systems
[38, 37, 126, 28]. Fig. 5.4 and 5.5 depict, respectively, the general block of the wavelet OFDM
receiver that includes the easiest equalization technique (0-ASCET), and the receiver implemented by
means of butterfly structures. With this equalizer, the transmission channel effects are compensated
for by multiplying each output of the real and imaginary cosine/sine modulated receiving filter bank,
respectively, by the constant numbers c±k and s±k :

Ek(w)|w=(2k+1) 2p
4M

= c+k � js+k (5.12a)

EM+k(w)|w=(2(M+k)+1) 2p
4M

= c�M�1�k � js�M�1�k (5.12b)

for 0  k  M�1. These constants c±k and s±k are the real and the imaginary part of Ek and E2M�1�k,
respectively, which can be calculated, under AWGN [37], as follows:

Ek

⇣

e j(2k+1) 2p
4M

⌘

=

H⇤
ch

⇣

e j(2k+1) 2p
4M

⌘

�

�

�

Hch

⇣

e j(2k+1) 2p
4M

⌘

�

�

�

2
+

1
SNR

, (5.13)

where Hch is the channel frequency response and SNR is the signal-to-noise ratio. As as stated above,
0-ASCET could be not enough to compensate for the power line channel distortion and thus, the L-
ASCET, L > 0, must be used. Following the development presented in Chapter 4.4.2, the coefficients
of the 1-ASCET (3-tap FIR) filter, for the positives and negatives subbands, can be obtained as
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c+i,k = ¬{ei,k}, (5.14a)

s+i,k =�¡{ei,k}, (5.14b)

c�i,M�1�k = ¬{ei,M+k}, (5.14c)

s�i,M�1�k =�¡{ei,M+k}, (5.14d)

where 0  k  M�1, i = 0,1,2, ¬{·} and ¡{·} stand for, respectively, the real and the imaginary
parts,

e0,k =±1
2

✓

h0,k �h2,k

2
� j

✓

h1,k �
h0,k +h2,k

2

◆◆

, (5.15a)

e1,k =
h0,k +h2,zk

2
, (5.15b)

e2,k =±1
2

✓

h0,k �h2,k

2
+ j

✓

h1,k �
h0,k +h2,k

2

◆◆

, (5.15c)

and

hi,k =
H⇤

ch

⇣

e j p
4M (2k+i)

⌘

�

�

�

Hch

⇣

e j p
4M (2k+i)

⌘

�

�

�

2
+

1
SNR

. (5.16)

If a higher order ASCET is required, then the same reasoning described in 4.4.2 can be used to obtain
a 2-ASCET (5-tap) system.

5.1.3 Computational Complexity

The computational complexity of the proposed passband ELT-MCM receiver of Fig. 5.5, counted
for length-M blocks, is here analyzed. This is derived from the best algorithm proposed in [26, 123,
p. 209] with scaled coefficients in each butterfly structure, from the DCT4e implemented with the
procedure presented in [129] and taking into account the results presented in Chapter 4 (see 4.5). From
the foregoing it can be easily deduced that the computational complexity of this system is at least twice
that the baseband ELT-MCM system. Specifically, assuming k = 2, the multiplications of the whole
receiver are contributed by the two CMFB blocks (5M), the two SMFB blocks (5M), the 0-ASCET
equalizers (4M) and both DCT4e and DST4e, giving a total of 14M+2 ·MULbest MPIS. Likewise,
the additions are contributed by the two CMFB (5M), the SMFB (5M), the 0-ASCET equalizers (6M)
and the DCT4e and DST4e blocks, with a total of 16M+4 ·ADDbest APIS. Considering one of the
IEEE 1901 specifications (M = 512, k = 2, and N = 2048), we have 18160 MPIS and 34360 APIS.
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Fig. 5.4 Block diagram of the passband wavelet OFDM receiver with ASCET.
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5.2 Achievable data rate

This section derives the expressions to determinate the theoretical data rate of a bandpass ELT-MCM
system. As in the baseband system case, this derivation is based on each transfer function that relates
any input of the transmitter side to any output at the receiver side. In addition, a constellation of
infinity granularity has been assumed which means that each subcarrier can transport a fractional and
unlimited number of bits.

Let us consider the general block diagram of the bandpass ELT-MCM transceiver, depicted in Fig.
5.2. The discrete-time transmitted signal in the z-domain can be expressed as follows

X(z) = SI
(z)+ j ·SQ

(z), (5.17)

where

SI
(z) = Â

k2Kon

Fc
k (z)

�

X+

k
�

zM��X�
k
�

zM�� , (5.18a)

SQ
(z) = Â

k2Kon

Fs
k (z)

�

X+

k
�

zM�
+X�

k
�

zM�� , (5.18b)

and Fc
k (z) and Fs

k (z) are the system function of each filter given in (5.3a) and (5.3b), respectively.
X+

k (z) (X�
k (z)) is the symbol in the kth subcarrier of the positive (negative) subband, assumed to

be zero-mean wide-sense stationary (WSS) process. In particular, the variance s2
x (k) is assumed

identical for all X±
k which are independent and identically distributed for every k 2Kon. The different

signals defined in (5.17) and (5.18) are plotted in the block diagram of Fig. 5.2, that represents the
wavelet OFDM transmitter.

Let us consider a complex channel impulse response and complex channel noise in the z-domain,
respectively expressed as Hch(z) = HI

ch(z)+ j ·HQ
ch(z) and R(z) = RI

(z)+ j ·RQ
(z). The first block in

the receiver side must introduce a delay of b samples to obtain proper system operation. Therefore,
the receiver signal can be written as

Y (z) =X(z) ·Hch(z) · z�b
+R(z) · z�b

=

h

SI
(z)HI

ch(z)�SQ
(z)HQ

ch(z)+ j
⇣

SI
(z)HQ

ch(z)+SQ
(z)HI

ch(z)
⌘i

· z�b
+R(z) · z�b . (5.19)



114 ELT-MCM for bandpass PLC

First, the real part is analyzed. Thus, the ith output of the analysis CMFB in the absence of noise can
be obtained as
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where Hc
k (z) is the z-transform of the filter given in (5.11a). Rearranging terms, the previous expres-

sions can be rewritten as
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Thus, defining T ccI
i,k (z) = Hc

i (z) ·Fc
k (z) ·HI

ch(z) and T csQ
i,k (z) = Hc

i (z) ·Fs
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Q
ch(z), we get
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where the relation in the time-domain between U(z) and T (z) is given by uccI
i,k [n] = tccI

i,k [nM � b ]
and ucsQ

i,k [n] = tcsQ
i,k [nM�b ]. It is important to note that when the subchannel filters show both high

selectivity and discrimination between subcarriers, the functions tccI
i,k [nM�b ] and tcsQ

i,k [nM�b ] are
nearly zero for k 6= {i�1, i, i+1}.
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Applying the same reasoning of the previous steps, the ith output of the real part of analysis SMFB, in
the absence of noise, yields
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where Hs
k(z) is the z-transform of the filter given in (5.11a), and T scI
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Once the real part has been analyzed, the same study must be applied to the imaginary part.
Therefore, the ith output of the analysis CMFB and SMFB, in the absence of noise, can be written as
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where T scQ
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In the same way, we get
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Next, assuming that an LA-ASCET is chosen as channel equalization technique, the ith demodulated
symbol of the positive (+) and negative (�) subband can be written as
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where C±
i (z) and S±i (z) are, respectively, the z-transform of

c±i [n] =
LA

Â
µ=�LA

c±i,µ ·d [n�µ], (5.32a)

s±i [n] =
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Â
µ=�LA

s±i,µ ·d [n�µ], (5.32b)

with ci[n] and si[n] being the impulse response of the subcarrier filters that carry out the frequency
domain equalization. Then, the reconstructed symbol can be calculated as follows
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The above expressions in the time-domain yields
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where ISI and ICI denote, respectively, the inter-symbol and the inter-carrier interference.
Finally, the power of the ith subcarrier signal can be calculated as
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Similarly, the power corresponding to the intersymbol and intercarrier interference of the ith subcarrier
(PISI (i) and PICI (i)) can be obtained as
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With regard to the noise at the ith output of the analysis CMFB/SMFB, related to the real and
imaginary part, it can be obtained as
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t
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Therefore, the noise at the ith demodulated symbol of the positive subbands is
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whereas that of the negative subbands is given by
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Therefore, the noise power yields
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where

RII
r (t1 +µ1M, t2 +µ2M) = E [rI [(n�µ1)M� t1 �b ]rI [(n�µ2)M� t2 �b ]] , (5.49)
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r (t1 +µ1M, t2 +µ2M) = E [rI [(n�µ1)M� t1 �b ]rQ [(n�µ2)M� t2 �b ]] , (5.50)

RQQ
r (t1 +µ1M, t2 +µ2M) = E [rQ [(n�µ1)M� t1 �b ]rQ [(n�µ2)M� t2 �b ]] , (5.51)
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with Rr(t1, t2) and E [·] denoting the noise autocorrelation between times t1 and t2 and the expected
value, respectively. Assuming that the PLC noise is a stationary stochastic processes, Rr(t1+µ1M, t2+
µ2M) can be rewritten as Rr(t) being t = (t2 � t1)+M(µ2 �µ1). Meanwhile, it is important to note
that if the PLC noise is AWGN, (5.47) and (5.48) can be simplified as follows
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where
hcc±

k0,µ [n] = hc
k0
[n]⇤ c±k [n] , hss±
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With this information, the SINR can be calculated as
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Finally, the wavelet OFDM achievable data rate can be obtained as
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where C±
(i) is the maximal data rate for the ith subcarrier, which can be calculated by means of the

following expression:
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(i) = log2
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(i)
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◆

, (5.58)

where c has been fixed to 5.57 dB, leading to a target SER of 10�3.

5.3 Simulation results

In this section, the performance of the bandpass ELT-MCM system is analyzed in terms of BER and
data rate. The system is implemented with the following IEEE 1901 specifications, however, the
maximum transmitted power has been fixed to �35 dBm/Hz. The number of subcarriers in positive
and negative subbands is M = 512, with only 360 active subcarriers (Mac) in the range of [1.8�50]
MHz. Additionally, the prototype filter is selected with k = 2. The frequency spacing (D f ) equals
61.035 KHz. FEC system, based on the concatenated encoder with a coding rate of 1/2 [10, 14.3], has
been also used to calculate the BER. Meanwhile, a non-FEC system has been employed to obtain the
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achievable data rate. Besides, the equalization process is carried out by 0-ASCET (1-tap), 1-ASCET
(3-tap) or 2-ASCET (5-tap).

The in-home PLC channels are modeled following the Tonello’s model. Particularly, a set of 100
realizations of the channel models: Class 9 (little signal attenuation), Class 5 (medium attenuation)
and Class 1 (strong attenuation) have been employed. Furthermore, and as in previous simulations, it
is assumed that the channel remains constant during each multicarrier symbol and that it is perfectly
known at the receiver side.

For the simulations, the average Signal-to-Noise Ratio (SNR) is obtained from the receiver side
as follows [15]:

SNRRX = 10log10

 

1
Mac

Â
k2Kon

|Hk|2s2
x (k)

s2
n (k)

!

, (5.59)

where Hk is the frequency channel coefficient and s2
n (k) denotes the noise level at the k-th subcarrier.

Furthermore, the noise in the PLC system consists of colored background noise (BGN), periodic
impulsive noise synchronous (PINS) and asynchronous (PINA) to mains frequency (PINs), asyn-
chronous impulsive noise (AIN) and narrowband interference (NBI) [86]. For simplicity, PINS and
PINA will be grouped and referred to as “periodic impulsive noises” (PINs). All of these noises have
been modeled by the Lampe’s model [105].

Fig. 5.6 depicts the BER obtained, under the above conditions for a BPSK (referred to as 2-PAM
by the standard) modulation. As can be appreciated, the system achieves a very good performance
even when PINs and AIN are added to BGN. Nevertheless, the system efficiency declines when NBI
appears, even when the equalizer complexity is increased up to 5-tap (2-ASCET).

Fig. 5.7 shows the resulting data rate, considering a constellation of infinity granularity, and Table
5.1 summarizes the results obtained by each equalizer for SNR=20 dB, considering either BGN or all
kind of noises. It can be noticed that even though the performance in terms of BER is quite similar,
the data rate achieved for the system increases when the equalizer complexity also increases. For
instance, the ELT-MCM data rate associated with 2-ASCET is 605% higher than 0-ASCET and 8%
greater than 1-ASCET for Class 9 and BGN, SNR= 20 dB. Nonetheless, these results suggest that the
difference in data rate will be negligible if a more complex equalizer (e.g. 3-ASCET or higher) is
used, therefore, a 2-ASCET could be a good ending point.

Finally, Fig. 5.8 and 5.9 show the empirical cumulative distribution function (CDF) of the BER
and empirical complementary cumulative distribution function (CCDF) of the achievable data rate,
respectively. They provide a simple comparison between all of the scenarios that have been analyzed.
It can be concluded that when the NBI is not taken into account, the BER is lower than 1 ·10�3 at
least the 68% (21%) of the time for the Class 9 (Class 5) PLC channel. Likewise, the 90th percentile
of the CCDF is equal to 3.8 Mbps, 8.68 Mbps and 10 Mbps, respectively for 0-, 1- and 2-ASCET
in the worst case. However, the BER is severely affected, despite the ECC system, and the data rate
decreases around 35% when NBI disrupts the channel.
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Fig. 5.6 BER for different in-home PLC channel, noises and equalizers.
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Fig. 5.7 Achievable data rate for different in-home PLC channel, noises and equalizers.
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Table 5.1 Results of data Rate for Different Noises (SNR= 15 dB).

0-ASCET 1-ASCET 2-ASCET
Class 9

Data rate with 4.83 30.10 32.33BGN (Mbps)
Data rate with 4.02 26.08 28.11all noises (Mbps)

Class 5
Data rate with 5.50 25.88 27.03BGN (Mbps)
Data rate with 4.74 23.16 24.30all noises (Mbps)

Class 1
Data rate with 9.59 26 27.84BGN (Mbps)
Data rate with �� �� ��all noises (Mbps)
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Fig. 5.8 Empirical CDF of BER for different PLC channel under different noise conditions.
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Fig. 5.9 Empirical coverage for different PLC channel under different noise conditions.
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Since the maximum transmitted power was fixed to �35 dBm/Hz and the Class 1 attenuation is
really high, the system can not reach a BER lower than 10�2. Nonetheless, this issue can be solved
increasing the transmitted power, not practical in real implementation, or applying noise reduction
techniques.





CHAPTER 6

Conclusions and Further Research

The popularity of broadband communications over the electrical wiring for smart grid, IoT, in-vehicle
applications and for outdoors and in-home data communications systems, has grown a great deal.
Broadband PLC can be a good solution for the “last mile” problem since it provides communication
to isolated places, and for the “last inch” problem since it implements indoor high-speed networks.
In addition, it simplifies design and reduces development and maintenance costs, which are really
attractive features for the automotive and aerospace industries. Because of the importance of the topic,
this thesis is aimed at developing a communication system that achieves a high performance under
different PLC conditions. To this end, an in-depth review of the main aspects of the wavelet OFDM
physical layer for broadband PLC, defined by the IEEE P1901 working group, has been realized. In
the rest of this chapter, we formulate the main conclusions of this thesis in section 6.1, highlight the
main novel contributions in section 6.2, and give some suggestions for further research in section 6.3.

6.1 Conclusions

The analysis of the time-domain waveform signal defined by the standard demonstrates that this
system is neither based on the wavelet transform nor the conventional definition of cosine modulated
filter bank, but it is indeed a filter bank multicarrier system based on the extended lapped transform
(ELT-MCM), in contrast to what is claimed in the rest of the scientific literature.

In reference to the prototype filter deployed by the standard, it has been derived the expression
to obtain the coefficients of the recommended prototype filter with an overlapping factor k = 2. It
has been shown that it belongs to a family of windows proposed by Malvar that fulfills the perfect
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reconstruction property. Specifically, it has been defined with a g-factor (trade-off between the
stopband attenuation and the transition band width) equals 0.3.

It has also proven that prototype filter with k = 3 does not fulfill the perfect reconstruction
property. It must be emphasized that the effects of g-factor on the system performance has been
analyzed in terms of bit-error-rate and data rate, concluding that, under the scenarios described in the
thesis, the system performance improves as g increases. Moreover, the performance obtained with
the recommended prototype filter has been compared with other widely used window functions (e.g.
Hanning, Hamming and Blackman), and it has been concluded that there are another options that can
provide a better system performance.

Regarding the equalization process, the ASCET is one of the simplest frequency-domain equalizers
for CMFB system. In general terms, it provides a good performance under different PLC conditions, i.e.
in-home, in-car and in-aircraft PLC, provided that the equalizer order is higher than 0. Nevertheless,
increasing the order of the equalizer directly leads to an increase of the computational complexity at
the receiver. Therefore, a trade-off between these both concepts must be derived. Results indicate that
the difference in system performance will be negligible if a 3-ASCET equalizer (or higher) is used,
therefore, a 2-ASCET could be a good ending point.

With respect to the baseband wavelet OFDM system, it can be efficiently implemented by means of
polyphase filters, lattice structures and butterfly structures. Nonetheless, the computational complexity
analysis proves that the butterfly structures provides the lowest cost in terms of MPIS and APIS.

It has been proven that baseband wavelet OFDM communication scheme achieves an excellent
performance in terms of BER and throughput, under both in-home PLC and in-vehicle PLC scenarios.
Indeed, the simulation results have shown that wavelet OFDM outperforms windowed OFDM under
hostile PLC channels, providing the former a more uniform data rate than the latter. This phenomenon
has been explained analyzing the interference power of both multicarrier schemes.

A broadband bandpass system has also been developed, and the whole transceiver has been
efficiently implemented by means of butterfly structures, using the same prototype filter that has
been recommended for the baseband case. In order to preserve the spectral efficiency, it is necessary
to include, at the transmitter, a synthesis side of a sine modulated filter bank for generation of the
quadrature signal. Outcomes indicate that bandpass ELT-MCM system exhibits an excellent behaviour,
in terms of both BER and data rate, assuming an ASCET equalizer and under different and realistic
PLC scenarios.

Finally, as a final conclusion of this thesis, wavelet OFDM is a viable and attractive solution for in
baseband and bandpass communications over the electrical wiring to the deployment and development
of home area network, smart energy/grid, IoT and for transportation platforms applications.
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6.2 Contributions

This thesis deals with the physical layer specifications provided by the standard IEEE 1901, proposing
several contributions at different levels. From the results of the research activity developed within this
work, the following original contributions can be listed:

• The understanding on the wavelet OFDM for baseband communications over the mains network
is extended. Some key features, as the kind of modulation scheme proposed as transmitter, as
well as the time-domain waveforms recommended as prototype filter to obtain the transmitter
filters, have been clarified.

• An efficient implementation of the whole baseband wavelet OFDM system, based on the IEEE
1901 physical layer specification (by means of polyphase filters, lattice and butterfly structures)
has been developed, and their computational complexities analyzed.

• A set of expressions to calculate the coefficients of these prototype filters has been presented.
We have shown a nontrivial trade-off between the stopband attenuation and the transition
bandwidth, which has an effect on the system performance.

• A family of frequency-domain equalizer has been proposed for the recommended system.

• To our knowledge, this is the first time that theoretical expression to obtain the different powers
(signal, interferences and noise) for a filter bank based on the extended lapped transform have
been derived. These expressions have been presented in a generalized and simplified way
considering an L-ASCET equalizer and assuming either additive white Gaussian noise and
non-AWGN noise.

• An in-depth study about the wavelet OFDM system performance under different kind of low
voltage PLC channel (i.e., in-home, in-car and in-aircraft) and different type of PLC noises
(e.g., colored background noise, periodic impulsive noise synchronous/asynchronous to the
mains frequency, among others), has been carried out.

• A bandpass ELT-MCM system has been developed and tested under different PLC conditions.

• A performance comparison study in terms of data rate, between wavelet OFDM and windowed
OFDM, has been carried out.

The results achieved in this research work have been presented at several international events and
accepted for scientific publications. In particular, 3 papers have been published in relevant international
journals, and during the realization of this thesis, 4 and 5 papers have been presented at international
and national congresses, respectively. In addition, a whole transceiver has been patented (Spanish
Patent No. ES2556148). A complete list of the papers related to the research work performed in this
thesis can be seen in the appendix.
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6.3 Future research lines

Despite the different results obtained from this research work, there are still several directions in
which subsequent studies could progress. Some of the detected areas to be addressed more deeply in
near future include:

• In all the simulations here reported, we assume that the channel remains constant during each
multicarrier symbol, and perfect channel knowledge is also assumed in the receiver side. The
first natural extension of the research regarding the wavelet OFDM system is the channel
estimation. This issue, together with adaptive filtering techniques to perform the channel
equalization, could provide a more realistic system performance.

• In this sense, another extension of this work is the analysis of the system performance under
different equalization technique. ASCET provides a good performance, as long as the order is
higher than zero, but it increases the computation complexity of the receiver. Therefore, it would
be useful to define another equalization process that provides, at least, the same performance
but decreasing the computational cost.

• This thesis focuses on communications over the electrical wiring. However, nowadays, ELT-
based system, which is a filter bank multicarrier, can be an attractive alternative to OFDM as
modulation technique for the fifth generation of the wireless network (5G). Besides, it can be
also used for underwater communications or even for satellite communications. Some physical
layer would change such as the frequency range, the frequency spacing, the number of active
subcarriers, among others, but the strategy and the core of the system would remain the same.

• Likewise, the analysis realized in this thesis considers only in-home, in-car and in-aircraft
conditions as well as broadband communications. Therefore, the study can be extended to other
PLC scenarios such as high-voltage lines, medium-voltage lines, other transportation platforms
(ships or spacecraft) and to narrowband communications.

• With the theoretical expression for the desired signal, inter-symbol and inter-carrier interference
and noise power derived in this thesis, we open the door to the resource allocation issue. Thus,
resource allocation technique, such as water-filling algorithm, can be applied to wavelet OFDM
system increasing even further the system performance. Regarding this latter point, we suggest
following the IEEE 1901.2 physical layer specifications.

• The really deep notches that the power line network presents in its frequency response can
severely degrade the multicarrier system efficiency. Therefore, a single-carrier system could
reach a better performance. In this respect, it is proposed to develop a new single-carrier system
based on the ELT, and analyze its behaviour under different PLC scenarios.
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