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Abstract—This paper aims at studying the achievable data rate of discrete cosine transform (DCT)-based multicarrier modulation (MCM) systems. To this end, a general formulation is presented for the full transmission/reception process of data in Type—II even DCT and Type—IV even DCT-based systems. The paper focuses on the use of symmetric extension (SE) and zero padding (ZP) as redundancy methods. Furthermore, three cases related to the channel order and the length of the redundancy are studied. In the first case, the channel order is less than or equal to the length of the redundancy. In the second and third cases, the channel order is greater than the length of the redundancy; the interference caused by the channel impulse response is calculated, and theoretical expressions for their powers are derived. These expressions allow studying the achievable data rate of DCT-based MCM systems, besides enabling the comparison with the conventional MCM based on the discrete Fourier Transform.

Index Terms—Multicarrier modulation (MCM), single carrier modulation (SCM), orthogonal frequency-division multiplexing (OFDM), discrete multitone modulation (DMT), cyclic prefix (CP), symmetric extension (SE), zero padding (ZP), discrete Fourier transform (DFT), discrete cosine transform (DCT).

I. INTRODUCTION

In MULTICARRIER MODULATION (MCM) systems, the frequency selective communication channel is partitioned into a set of flat fading channels, whose effects can be corrected by simply using a one-tap per subcarrier equalizer. Orthogonal frequency-division multiplexing (OFDM) and discrete multitone modulation (DMT) are examples of channel partitioning methods widely employed in wireless and wireline communication systems [1]–[4].

MCM can be implemented in several ways, but due to various advantages, such as its simplicity or effectiveness against frequency selective fading, the most popular form is based on the discrete Fourier transform (DFT). However, several authors have also proposed the use of the discrete cosine transform (DCT) [5]–[10], and in recent years this has received increasing attention in several areas, such as optical communications [11]–[15]. The DCT brings alternative capabilities and benefits derived from its energy-compaction properties, which lead to less intercarrier interference, and offers robustness against carrier frequency offset. Furthermore, DCT-based MCM (DCT-MCM) requires only half the subcarrier spacing of OFDM, thus allowing to double the number of subcarriers within the same bandwidth. DCT-MCM systems are also able to perform a good channel partitioning when redundant samples, such as in a symmetric extension (SE) [8], [16] or zero-padding (ZP) [9], [17], are included in each transmitted data vector. However, the most challenging problem in DCT-MCM is that the channel impulse response (CIR) must be symmetric. One solution to this problem is to enforce the symmetry condition of the CIR by means of a front-end prefilter at the receiver [8]. To design this prefilter, practical techniques have been proposed [8], [18].

An attractive feature of MCM systems is the possibility of using adaptive loading algorithms to improve system performance with a significant increase in the data rate per subcarrier [3]. The basic idea is to vary the data rate and power assigned to each subcarrier relative to the corresponding channel gain. This requires knowledge of the power of the intersymbol and intercarrier interference (ISI and ICI) to obtain the signal-to-interference-plus-noise ratio (SINR) and the achievable data rate. For a DFT-based MCM (DFT-MCM) system with insufficient redundant samples, different SINR models are derived in [19]–[27]. The interference calculation and the achievable data rate of a windowed OFDM are provided in [28], [29].

In this paper, we aim to determine the power of the ISI and ICI when Type—II even DCT (DCT2e) and Type—IV even DCT (DCT4e) are used for MCM. A general matrix formulation is presented for the full transmission and reception process. We consider the use of SE and ZP as redundancy methods. In our study, we also consider three different cases related to the channel order and the length of the redundancy. In the first case, the channel order is less than or equal to the length of the redundancy. In this case, the channel equalization can be carried out in the transform domain by means of a one-tap per subcarrier equalizer. The second and third cases are when the channel order is greater than the length of the redundancy. In these cases, both time-domain and transform-domain equalizations are needed to correct the
channel effects. We derive the expression of the SINR, which allows obtaining the achievable data rate. To the best of our knowledge, the above study for DCT-MCM systems still remains open.

This paper is organized as follows. Section II presents the MCM system model considering DCT-MCM as well as DFT-MCM as a reference system. Three types of interference caused by the CIR are calculated in Section III, using a unified formulation with SE and ZP. In Section IV, theoretical expressions for the interference powers, the SINR, and the achievable data rate are derived. In Section V, simulation results are provided to compare the achievable data rate for both DCT-MCM and DFT-MCM, and lastly, concluding remarks are made in Section VI.

The notation used in this paper is as follows. Bold-face letters indicate vectors (lower case) and matrices (upper case). \( \mathbf{A}^T \) represents the transpose of \( \mathbf{A} \). \( \mathbf{I}_N \) denotes the \( N \times N \) identity matrix. The subscript is omitted whenever the size is clear from the context. \( \mathbf{J} \) stands for the counter-identity matrix, and \( \mathbf{0} \) denotes a matrix of zeros.

II. MCM SYSTEM MODEL

Fig. 1 shows the general block diagram representing the multicarrier transceiver. Let us consider the transmitted data vector in the transform domain:

\[
\mathbf{X} = \begin{bmatrix} X_0 & X_1 & \cdots & X_{N-1} \end{bmatrix}^T,
\] (1)

where \( N \) is the number of subcarriers. The time-domain data vector \( \mathbf{x} \) is

\[
\mathbf{x} = \mathbf{T}_a^{-1} \cdot \mathbf{X} = \begin{bmatrix} x_0 & x_1 & \cdots & x_{N-1} \end{bmatrix}^T,
\] (2)

where \( \mathbf{T}_a^{-1} \) is an \( N \)-point inverse transform. In DFT-MCM, \( \mathbf{T}_a^{-1} \) is an inverse DFT (\( \mathbf{W}^{-1} \)) matrix with elements

\[
[\mathbf{W}^{-1}]_{k,n} = \frac{1}{N} e^{j \frac{2 \pi k n}{N}}.
\]

In DCT-MCM, \( \mathbf{T}_a^{-1} \) can be either an inverse DCT2e matrix (\( \mathbf{C}_2^{-1} \)):

\[
[C_{2e}^{-1}]_{k,n} = \frac{\varphi_{2e,n}}{N} \cos \left( \frac{\pi n (2k+1)}{2N} \right),
\]

with

\[
\varphi_{2e,n} = \begin{cases} \frac{1}{2}, & n = 0, N - 1, \\ 1, & n = 1, \ldots, N - 2, \\ 0, & \text{otherwise} \end{cases}
\]

or an inverse DCT4e matrix (\( \mathbf{C}_4^{-1} \)):

\[
[C_{4e}^{-1}]_{k,n} = \frac{1}{N} \cos \left( \frac{\pi (2n+1)(2k+1)}{4N} \right),
\]

for \( 0 \leq k, n \leq N - 1 \) [30]. Then, matrix \( \mathbf{\Gamma} \) introduces redundant samples into each time-domain data vector

\[
\mathbf{x}_e^T = \mathbf{\Gamma} \cdot \mathbf{x} = \mathbf{\Gamma} \cdot \mathbf{T}_a^{-1} \cdot \mathbf{X}.
\]

In DFT-MCM, the \( \mu \)-length redundancy is usually either a cyclic prefix (CP) included as a left extension (LE):

\[
\mathbf{x}_e^T = \mathbf{\Gamma} \cdot \mathbf{x} = \begin{bmatrix} x_{N+1}^{LE} \\ \vdots \\ x_N^{LE} \end{bmatrix} (N+\mu-1) \times 1,
\] (3)

or a ZP that can be included as a right extension (RE):

\[
\mathbf{x}_e^T = \mathbf{\Gamma} \cdot \mathbf{x} = \begin{bmatrix} x_N^{RE} \\ \vdots \\ x_{N+\mu}^{RE} \end{bmatrix} (N+\mu-1) \times 1.
\] (4)

In DCT-MCM, the \( 2\mu \)-length redundancy is basically a prefix or LE, and a suffix or RE:

\[
\mathbf{x}_e^T = \mathbf{\Gamma} \cdot \mathbf{x} = \begin{bmatrix} x_N^{LE} \\ \vdots \\ x_{N+2\mu}^{RE} \end{bmatrix} (N+2\mu-1) \times 1.
\] (5)

Next, the received data vector can be specified as

\[
\mathbf{y}_r^T = \mathbf{H} \cdot \mathbf{x}_e^T + \mathbf{z},
\]

where \( \mathbf{H} \) is a (square) Toeplitz matrix formed from \( \mathbf{h} = h_{ch} * h_{pf} \), where \( h_{ch} \) is the CIR, \( h_{pf} \) represents the impulse response of a front-end prefilter, and \( \mathbf{z} \) is a column vector related to the additive noise-plus-interference. In DCT-MCM, the channel must be symmetric [8], [16]. Some channels satisfy this condition, such as chromatic dispersion in single-mode fibers [11], [13], but in most cases, a prefilter is needed to enforce this symmetry condition. For long channels, the prefilter \( h_{pf} \) is required for both DFT-MCM and DCT-MCM to shorten the channel. In what follows, the length of the CIR is assumed to be finite.
Next, matrix \( \Upsilon \) removes some samples of the received data vector: \( y = \Upsilon \cdot y^T \). Notice that the aim of \( \Gamma \) and \( \Upsilon \) is to turn \( \mathbf{H} \) into a diagonalizable channel matrix:

\[
\mathbf{H}_{eq} = \Upsilon \cdot \mathbf{H} \cdot \Gamma = \mathbf{T}_a^{-1} \cdot \mathbf{D} \cdot \mathbf{T}_a,
\]

where \( \mathbf{D} \) is a diagonal matrix with elements \( H_k \), \( 0 \leq k \leq (N - 1) \). Table I includes the full definition of the matrices \( \Gamma \) and \( \Upsilon \) used in Fig. 1. These matrices \( \Upsilon \) and \( \Gamma \) are implemented for DCT-MCM as follows. If an SE is used as redundancy, the parallel-to-serial and the serial-to-parallel blocks are configured as in Fig. 2(a). On the other hand, an overlapping applied to the received signal is required when ZP is used as redundancy, as depicted in Fig. 2(b). This overlapping is a process of mirror and add and subtract (MIAS [17]), or mirror and add (MIA [31]), and it depends on the type of DCT used in the multicarrier transceiver.

As shown in Fig. 1, after matrix \( \Upsilon \), an \( N \)-point transform \( \mathbf{T}_a \) is performed, resulting in the transform domain received data vector

\[
\mathbf{Y} = \mathbf{T}_a \cdot \mathbf{y} = \mathbf{T}_a \cdot \Upsilon \cdot \mathbf{y}_r^T,
\]

where \( \mathbf{T}_a \) is a DFT matrix \( (\mathbf{W}) \):

\[
[W]_{k,n} = e^{-j\frac{2\pi}{M}kn},
\]

or a DCT2e \( (\mathbf{C}_{2e}) \):

\[
[C_{2e}]_{k,n} = 2 \cos \left( \frac{\pi(2n + 1)k}{2N} \right),
\]

or a DCT4e \( (\mathbf{C}_{4e}) \):

\[
[C_{4e}]_{k,n} = 2 \cos \left( \frac{\pi(2n + 1)(2k + 1)}{4N} \right).
\]

Finally, the vector \( \mathbf{Y} \) is equalized in the transform domain by means of one-tap per subcarrier equalizer with complex coefficient \( 1/H_k \), and decoded to reconstruct the transmitted data.

### III. Analysis of Interference

This section analyzes the interference for DCT-MCM. Important parameters to be considered are the order \( \nu \) of the CIR, the length \( 2\mu \) of the redundancy, and the order \( 2\nu \) of the composite model comprised of the cascade of CIR and front-end prefilter. The number of data vectors affecting the reception of a single data vector in DCT-MCM is \( 2M + 1 \), where

\[
M = \left\lceil \frac{2\nu}{N + 2\mu} \right\rceil,
\]
and \([\cdot]\) stands for the ceiling function. In the following subsection, we address the case \(\nu \leq \mu\). Without loss of generality, we analyze the above case considering the most critical instance, i.e., \(\nu = \mu\). Next, we provide insight into the case with \(\nu > \mu\), where different kinds of interference are analyzed.

A. Case 1: \(\nu \leq \mu\)

The useful samples of the received data vector can be expressed as

\[
y = \begin{bmatrix} y_0 \\ \vdots \\ y_{N-1} \end{bmatrix} = \mathbf{Y} \cdot \mathbf{H} \cdot \mathbf{\Gamma} \begin{bmatrix} x_0 \\ \vdots \\ x_{N-1} \end{bmatrix} + \begin{bmatrix} z_0 \\ \vdots \\ z_{N-1} \end{bmatrix}. \tag{9}
\]

For DCT-MCM, a prefilter \(h_{pf}\) is needed, which enforces the symmetry condition\(^1\). Defining

\[
h = h_{eh} \cdot h_{pf} = \begin{bmatrix} h_0 & \cdots & h_\nu & \cdots & h_{2\nu} \end{bmatrix}, \tag{10}
\]

the Toeplitz matrix \(H\) is an \((N + 2\mu) \times (N + 2\mu)\) matrix, defined as

\[
H = \begin{bmatrix} h_\nu & h_{\nu-1} & \cdots & h_0 & 0 & \cdots & 0 \\ h_{\nu+1} & h_\nu & h_{\nu-1} & \cdots & h_0 & 0 & \vdots \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ h_{2\nu} & 0 & \cdots & h_\nu & \cdots & h_0 & 0 \\ 0 & h_{2\nu} & \cdots & h_\nu & \cdots & h_0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\ 0 & \cdots & 0 & h_{2\nu} & \cdots & h_\nu & \vdots \\ 0 & \cdots & 0 & h_{2\nu} & \cdots & h_{\nu+1} & h_\nu \end{bmatrix}. \tag{11}
\]

In this case, a synchronization delay of \(\Delta = \nu\) is assumed for a proper DCT-MCM operation. In what follows, we assume a symmetric channel \(h\), i.e., \(h_i = h_{2\nu-i}, 0 \leq i \leq 2\nu\). With the above assumption, \(H\) is given by

\[
H = \begin{bmatrix} h_\nu & h_{\nu+1} & \cdots & h_{2\nu} & 0 & \cdots & 0 \\ h_{\nu+1} & h_\nu & h_{\nu+1} & \cdots & h_{2\nu} & 0 & \vdots \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ h_{2\nu} & 0 & \cdots & h_\nu & \cdots & h_{\nu+1} & h_\nu \\ 0 & h_{2\nu} & \cdots & h_\nu & \cdots & h_{\nu+1} & h_\nu \end{bmatrix}. \tag{12}
\]

Let us consider now the matrices of Table I. The product \(\mathbf{Y} \cdot \mathbf{H} \cdot \mathbf{\Gamma}\) is given as

\[
H_{eq} = \mathbf{Y} \cdot \mathbf{H} \cdot \mathbf{\Gamma} = (H_H + H_T)
\]

\[
= \begin{bmatrix} h_{\nu+1} & \cdots & h_{2\nu} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\ h_{2\nu} & \cdots & 0 & \ddots & \vdots & \vdots \\ 0 & \cdots & \cdots & \ddots & \vdots & \vdots \\ \vdots & \cdots & \cdots & \ddots & \ddots & \ddots \\ 0 & \cdots & \cdots & \cdots & \ddots & \cdots \\ \vdots & \cdots & \cdots & \cdots & \cdots & \ddots \\ 0 & \cdots & \cdots & \cdots & \cdots & \cdots \end{bmatrix}. \tag{13}
\]

As can be seen, \(H_{eq}\) is expressed as the sum of a Hankel matrix \(H_H\) and a Toeplitz matrix \(H_T\), and thus it can be diagonalized by DCTs\(^3\):

\[
H_{eq} = \mathbf{C}^{-1} \cdot \mathbf{D} \cdot \mathbf{C}
\]

\[
= \mathbf{C}^{-1} \begin{bmatrix} H_0 & 0 & \cdots & 0 \\ 0 & H_1 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & 0 \end{bmatrix} \cdot \mathbf{C}, \tag{14}
\]

where either \(\mathbf{C} = \mathbf{C}_{2e}\) or \(\mathbf{C} = \mathbf{C}_{3e}\). Furthermore, as demonstrated in [16], [17], the diagonal elements \(H_k\) of (14)

\(^1\)There are several techniques available to design this prefilter [8], [18]. Here, the prefilter is assumed of finite length \(\nu + 1\).
can be obtained as follows:
\[
H_0 \ldots H_{N-1} = \begin{bmatrix} \frac{1}{\xi_0} & 0 \ldots & 0 \\ 0 & \frac{1}{\xi_1} \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \frac{1}{\xi_{N-1}} \end{bmatrix}
\]
\[
= \begin{pmatrix} h_{2\nu} + h_{\nu+1} \\ \vdots \\ h_{2\nu-1} + h_{2\nu} \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\times
\begin{pmatrix} C \end{pmatrix}
\times
\begin{pmatrix} \frac{1}{\xi_0} & 0 \ldots & 0 \\ 0 & \frac{1}{\xi_1} \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \frac{1}{\xi_{N-1}} \end{pmatrix}
\]
where:

i) For DCT2e: \( C = C_{2e} \) and \( \xi_k = 2 \cos \frac{k\pi}{2(N+1)} \),
ii) For DCT4e: \( C = C_{4e} \) and \( \xi_k = 2 \cos \frac{k\pi}{N} \),
for \( 0 \leq k \leq N-1 \).

The received data vector in the transform domain is then given as
\[
Y = T_a \cdot \begin{bmatrix} y_0 \\ \vdots \\ y_{N-1} \end{bmatrix} = T_a \cdot H_{eq} \cdot T_a^{-1} \cdot \begin{bmatrix} X_0 \\ \vdots \\ X_{N-1} \end{bmatrix}
\]
\[
+ T_a \cdot \begin{bmatrix} z_0 \\ \vdots \\ z_{N-1} \end{bmatrix},
\]
or equivalently
\[
\begin{bmatrix} Y_0 \\ \vdots \\ Y_{N-1} \end{bmatrix} = \begin{bmatrix} H_0 & 0 & \ldots & 0 \\ 0 & H_1 & \ldots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & 0 & H_{N-1} \end{bmatrix} \times \begin{bmatrix} X_0 \\ \vdots \\ X_{N-1} \end{bmatrix} + \begin{bmatrix} Z_0 \\ \vdots \\ Z_{N-1} \end{bmatrix}
\]
(17)

Then, the transmitted data vector can be reconstructed as:
\[
\hat{X} = D^{-1} \cdot Y,
\]
(18)
where \( D^{-1} \) is an \( N \times N \) diagonal matrix with elements \( D_{k,k}^{-1} = 1/H_k \).

**B. Case 2: \( \mu < \nu \leq N/2 + \mu \)**

In this subsection, we derive an expression for the received signal when the order of the channel is greater than the length of the redundancy and \( M = 1 \). In this case, the received data vector at time \( l \) is affected only by the data vector transmitted at time \( l \), the previous data vector transmitted at time \( l-1 \), and the next data vector transmitted at time \( l+1 \). This often occurs in many practical communication systems and it is equivalent to using a sufficiently large number of useful subcarriers \( N \) to guarantee that \( N \geq 2(\nu - \mu) \).

Let the time-domain data vector \( x[l] \) be defined as
\[
x[l] = \begin{bmatrix} x_0[l] \\ \vdots \\ x_{N-1}[l] \end{bmatrix},
\]
and \( x[l \pm m] \), with \( m \in \{ -1, 1 \} \), be similarly defined. The received data vector \( y[l] \) can then be specified as
\[
y[l] = \begin{bmatrix} y_0[l] \\ \vdots \\ y_{N-1}[l] \end{bmatrix}
\]
\[
= Y \cdot H_{(-1)} \cdot \Gamma \cdot x[l - 1] + Y \cdot H_1 \cdot \Gamma \cdot x[l + 1] + Y \cdot H_{0,0} \cdot q[l] + Y \cdot H_{p,1} \cdot q[l + 1],
\]
(20)
where \( q[l \pm m] \) is a noise vector,
\[
H_{(-1)} = \begin{bmatrix} 0_{(N+2\mu) \times (N+2\mu-\nu)} & H^0_{(N+2\mu) \times \nu} \end{bmatrix},
\]
\[
H_1 = \begin{bmatrix} H^f_{(N+2\mu) \times \nu} & 0_{(N+2\mu) \times (N+2\mu-\nu)} \end{bmatrix},
\]
with
\[
H^0_{(N+2\mu) \times \nu} = \begin{bmatrix} h_{2\nu} & \ldots & h_{\nu+1} \\ 0 & \ddots & \vdots \\ \vdots & 0 & \ddots \\ 0 & \ldots & 0 \end{bmatrix}
\]
and \( H^f_{(N+2\mu) \times \nu} \) is an \( (N + 2\mu) \times N \) Toeplitz matrix with first row
\[
\begin{bmatrix} h_{p,f,\nu} & h_{p,f,\nu-1} & \ldots & h_{p,f,0} & 0 & \ldots & 0 \end{bmatrix}^T
\]
and first column \( \begin{bmatrix} h_{p,f,\nu} & 0 & \ldots & 0 \end{bmatrix}^T \). As for \( H_{p,f,1} \), it shares the same structure of \( H_1 \), but again with the coefficients of \( h_{p,f} \) and replacing matrix \( O_{(N+2\mu) \times (N+2\mu-\nu)} \) with matrix \( O_{(N+2\mu) \times (N-\nu)} \). In the definitions of \( H_{p,f,0} \) and \( H_{p,f,1} \) we assumed \( N \geq \nu + 1 \) to simplify notation, without loss of generality for the case \( M = 1 \).
The received data vector $\mathbf{Y}[l]$ in the transform domain is then given as

$$
\mathbf{Y}[l] = \begin{bmatrix}
Y_0[l] \\
\vdots \\
Y_{N-1}[l]
\end{bmatrix} = \sum_{m=-1}^{1} \mathbf{T}_a \cdot \mathbf{Y} \cdot H_m \cdot \Gamma \cdot \mathbf{x}[l + m] + \sum_{m=0}^{1} \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{p,f,m} \cdot \mathbf{q}[l + m] \tag{21}
$$

The transmitted data vector can be reconstructed as

$$
\mathbf{\hat{X}}[l] = \begin{bmatrix}
\hat{X}_0[l] \\
\vdots \\
\hat{X}_{N-1}[l]
\end{bmatrix} = \mathbf{D}^{-1} \cdot \mathbf{Y}[l]
\quad + \mathbf{D}^{-1} \cdot \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{(-1)} \cdot \Gamma \cdot \mathbf{T}_a^{-1} \cdot \mathbf{X}[l-1]
\quad + \mathbf{D}^{-1} \cdot \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{0} \cdot \Gamma \cdot \mathbf{T}_a^{-1} \cdot \mathbf{X}[l]
\quad + \mathbf{D}^{-1} \cdot \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{1} \cdot \Gamma \cdot \mathbf{T}_a^{-1} \cdot \mathbf{X}[l+1]
\quad + \mathbf{D}^{-1} \cdot \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{p,f,0} \cdot \mathbf{q}[l]
\quad + \mathbf{D}^{-1} \cdot \mathbf{T}_a \cdot \mathbf{Y} \cdot H_{p,f,1} \cdot \mathbf{q}[l+1].
\tag{22}
$$

The desirable signal of (22) is

$$
\mathbf{\hat{X}}_{\text{des}}[l] = \mathbf{D}^{-1} \cdot \mathbf{B}^{\text{des}} \cdot \mathbf{X}[l],
$$

where $\mathbf{B}^{\text{des}}$ is an $N \times N$ diagonal matrix with elements

$$
[B^{\text{des}}]_{i,i} = [B^{\text{des,IC1}}]_{i,i}.
$$

In the absence of noise, the difference between (22) and (23) defines the ICI and ISI (see Fig. 3), and it is the consequence of an insufficient length of the redundancy. In the previous case $\nu \leq \mu$, one has $M = 1$, but it is interesting to notice that matrices $\mathbf{Y}$ and $\mathbf{\Gamma}$ are able to completely eliminate the interference induced by the data vectors transmitted at $l-1$ and $l+1$. Nonetheless, when $\nu > \mu \geq 1$, the interference cannot be completely eliminated using either matrices $\mathbf{Y}$ or $\mathbf{\Gamma}$, eventually degrading the system performance. Furthermore, the products $\mathbf{Y} \cdot H_m \cdot \mathbf{\Gamma}$, cannot be expressed as $N \times N$ Hankel-plus-Toeplitz matrices, and therefore they cannot be diagonalized using DCTs.

C. Case 3: $\nu > \frac{N}{2} + \mu$

In this subsection, a general expression for the reconstructed data vector when $M > 1$ is derived. Let $\mathbf{x}[l \pm m], m \in \{0, 1, \cdots, M\}$, be defined as in (19). In this case, the received data vector $\mathbf{y}[l]$ is given by

$$
\mathbf{y}[l] = \sum_{m=-M}^{M} \mathbf{Y} \cdot H_m \cdot \mathbf{\Gamma} \cdot \mathbf{x}[l + m] + \sum_{m=0}^{M} \mathbf{Y} \cdot H_{p,f,m} \cdot \mathbf{q}[l + m].
$$

The desirable part of (27) is also given by (23), and the difference between (27) and (23) defines the ISI, ICI, and the noise for $M > 1$. Based on [23], [32], the interference is classified into three types:

- **ISI**: This is the interference from the data vector transmitted at time $l \pm m$, with $m \in \{1, 2, \cdots, M\}$, in the considered data vector transmitted at time $l$ on the same subcarrier. All diagonal elements $a_{i,i}$ and $f_{i,i}$ in matrices $\mathbf{A}_m = \mathbf{A}^{\text{is1,ic1}}_m$ and $\mathbf{F}_m = \mathbf{F}^{\text{is1,ic1}}_m$, respectively, contribute to this interference.
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\[
\text{SINR}(k) = \frac{P_{\text{signal}}(k)}{P_{\text{ISI}(k)} + P_{\text{ICI}(k)} + P_{\text{noise}}(k)} = \sigma^2_X \cdot B_k^{\text{des}} \cdot (B_k^{\text{des}})^H + \sum_{m=1}^{M} \left( A_{m,k} \cdot (A_{m,k})^H + F_{m,k} \cdot (F_{m,k})^H \right) + \sigma^2_n \cdot \sum_{m=0}^{M} G_{\text{noise},m,k} \cdot (G_{\text{noise},m,k})^H
\]

(34)

Fig. 4. SER for several channels and multicarrier transceivers using different lengths for the redundancy.

Fig. 5. Achievable data rate versus SNR for different multicarrier transceivers and channels.

V. SIMULATIONS

In this section, simulation results are presented to evaluate the achievable data rate of DCT-MCM (DCT2e-MCM and DCT4e-MCM) obtained with (36) and using the SINR given by (34). The results are compared with those for DFT-MCM (OFDM), but in the latter, we use the SINR derived in [34]. In our simulations, we assume BPSK modulation and systems with 512 (DCT-MCM) and 256 (DFT-MCM) active subcarriers. Perfect synchronization and channel estimation are also assumed at the receiver. The results for several kinds of redundancies are shown, namely CP for DFT-MCM, and SE and ZP for the DCT-MCM. Similar simulations have been carried out including ZP as redundancy for DFT-MCM, and the results have been practically indistinguishable. For this reason, these are not included. The number of redundant samples varies for each simulation with the aim of studying its effects on the achievable data rate. Although the theoretical analysis is general, we shall consider only the most common case where \( M = 1 \) in these simulations, for the sake of conciseness. The noise is modeled as additive white Gaussian noise (AWGN). We assume that the channel remains unchanged within the same simulation. Two sets of 250 wireless fading channels each, according to the ITU Pedestrian A and Vehicular A channels [35], [36], are used as multipath channels. They have been generated with Matlab’s stdchan using the channel models itur3GPAx and itur3GVAX with a carrier frequency \( f_c = 2 \) GHz and two different sets of parameters: (a) 4 km per hour as pedestrian velocity, \( T_s = 200 \) ns and length \( L = \nu + 1 = 11 \); (b) 100 km per hour as mobile speed, \( T_s = 200 \) ns and length \( L = \nu + 1 = 21 \). These channels are referred to as PED200 and VEH200, respectively. The frequency spacings are \( 5.5804 \) kHz (DCT-MCM) and \( 11.16071492 \) kHz (DFT-MCM). The front-end prefilter for DCT-MCM is implemented as the time-reversed (matched) filter to the estimated channel. For DFT-MCM, no prefilter is employed.
We first investigate the BER performance of DCT-MCM compared to DFT-MCM with different lengths of the redundancies. This study completes those previously reported in [8], [9], [16], [17]. In addition, it is also useful for data rate comparisons, because it allows to determine the SNR values for which a target SER is achieved, and therefore, the $\gamma^*$ values to be used in the following simulation. Fig. 4 depicts the BER obtained over the two different channels. For the PED200 channel, we first observe a performance degradation due to an insufficient number of redundant samples (CP=2, SE=2). In this case, DCT2e-MCM provides the best performance. For DFT-MCM, the SER curve reaches an error floor at a lower SNR. For the other simulations, the results of DFT-MCM and DCT-MCM are almost indistinguishable. This also holds for the VEH200 channel, in which the results are quite similar for the three different transceivers. In these cases, there is not on transceiver that significantly improves the BER performance compared to the other transceivers.

Next, simulation results are presented to investigate the data rate performance for a length of the redundancy fixed to $\mu = 32$. This is sufficient to perform a correct channel partitioning for both the PED200 and the VEH200. Based on the results of Fig. 4, the SNR must be at least 22.5 dB to get an achievable target SER less than or equal to $10^{-3}$, which corresponds to $\gamma^* = 0.5485$. Fig. 5 shows the data rate as a function of the SNR. Given that the results have been practically indistinguishable for DCT2e and DCT4e, only one curve to represent DCT-MCM is included. It is seen that DFT-MCM slightly outperforms DCT-MCM (0.1 or 0.2 Mbps) for all the SNR values evaluated. In addition, DCT-MCM with SE exhibits better performance than their ZP counterpart.

In our last set of simulations, we study the influence of the number of redundant samples on the achievable data rate. Considering the results of the first simulation, we employ the SNR values, the target SER, and $\gamma^*$ given in Table II. The results for the PED200 and VEH200 are shown in Figs. 6(a) and 6(b), respectively. In both cases, the results have been practically indistinguishable for DCT2e and DCT4e. Furthermore, for all SNR values evaluated, DCT-MCM with SE and ZP outperform DFT-MCM operating with insufficient redundant samples. This improvement is more significant for a smaller number of redundant samples for PED200. It is seen that DCT-MCM with ZP closely matches the performance of DCT-MCM with SE. Note, however, that DFT-MCM performs slightly better than DCT-MCM for larger redundancy lengths; the difference in the achievable data rate is quite small, below 0.2 Mbps for PED200 and 0.5 Mbps for VEH200.

TABLE II
VALUES FOR THE SNR, THE TARGET SER AND $\gamma^*$.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>SER</th>
<th>$\gamma^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$10^{-5}$</td>
<td>0.1571</td>
</tr>
<tr>
<td>25</td>
<td>$10^{-3}$</td>
<td>0.5485</td>
</tr>
<tr>
<td>45</td>
<td>$10^{-2}$</td>
<td>0.7668</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This paper has focused on the formulation of DCT-MCM for different kinds (SE and ZP) and lengths of the inserted redundancy. As is well known, the use of a redundancy for each transmitted data vector enables correcting the channel effects, provided that the length of the redundancy is at least equal to the order of the channel. Otherwise, interference occurs and successful recovery of the transmitted data is compromised. In this paper, expressions for the intersymbol and the intercarrier interference, and also for the noise have been derived. These expressions have been used to study the achievable data rate. Furthermore, computer simulations have been carried out, and several cases have been identified in which DCT-MCM is more effective than DFT-MCM in terms of data rate. In comparison to DFT-MCM, DCT-MCM provides data rate gains when an insufficient number of redundant samples is used. This advantage, along with the good behavior of DCT-MCM under carrier frequency offset reported in previous literature, makes DCT-MCM an interesting alternative to DFT-MCM.
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