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Laser Phase-noise Cancelation in Chirped-pulse Distributed Acoustic Sensors


Abstract— Distributed acoustic sensors (DAS) based on chirped-pulse phase-sensitive-optical-time-domain reflectometry (chirped-pulse ΦOTDR) have proven capable of performing fully distributed, single shot measurements of true strain or temperature perturbations, with no need for frequency scanning or phase detection methods. The corresponding refractive index variations in the fiber are revealed in the chirped-pulse ΦOTDR trace through a local temporal shift, which is evaluated using trace-to-trace correlations. The accuracy in the detection of this perturbation depends upon the correlation noise and the coherence of the laser source. In this work, we theoretically and experimentally analyze the impact of the laser phase noise in chirped-pulse ΦOTDR. In particular, it is shown that the noise in the readings of strain/temperature variations scale directly with the frequency noise power spectral density of the laser. To validate the developed model, an experimental study has been performed using three lasers with different static linewidths (5 MHz, 50 kHz and 25 kHz), i.e., with different phase noise. Besides, we present a simple technique to mitigate the effect of the laser phase noise in chirped-pulse ΦOTDR measurements. The proposed procedure enables to detect perturbations with high signal-to-noise ratio even when using relatively broad linewidth (i.e. comparatively high phase noise) lasers. Up to 17 dB increase in SNR has been experimentally achieved by applying the proposed noise cancellation technique.

Index Terms— Rayleigh scattering, phase noise, chirp modulation, optical time domain reflectometry, remote sensing.

I. INTRODUCTION

PHASE-SENSITIVE optical time-domain reflectometry (ΦOTDR) sensing technology was first proposed over two decades ago [1,2] and since then, it has suffered a major evolution towards a competitive, cost-effective distributed acoustic sensing (DAS) tool of high interest for a wide range of applications, such as intrusion monitoring over long perimeters, structure health monitoring, distributed birefringence measurements, among others [3-6]. The operation principle of ΦOTDR is similar to traditional OTDR technology [7], i.e., it consists of launching a train of optical pulses into the fiber under test (FUT) and comparing consecutive traces received at the input end of the fiber via Rayleigh backscattering. The fundamental difference between both technologies is the fact that ΦOTDR employs a coherent source to generate the probe pulses, instead of an incoherent source as employed in OTDR. Several analyses have been performed to evaluate the effect of the coherence of the probe light source on the performance of this sensing system [8-11]. As general conclusion, the coherence length of the source has to be at least longer than the probe pulse width for vibration monitoring via direct detection of the backscattered trace (typically ranging from 1 to 10 meters) [9,10]. However, the detected power trace varies nonlinearly with the undergone change and therefore, the perturbation applied onto the FUT cannot be properly quantified. If the absolute value of the perturbation needs to be obtained, the most effective method is to acquire the trace phase using coherent detection methods [12]. In those cases, the sensing range will be related to the coherence length of the laser and highly coherent lasers (i.e., with very narrow linewidth) are desired [11-13], substantially increasing the system cost.

Recently, a novel methodology to achieve high-resolution, quantitative dynamic temperature or strain variation measurements using ΦOTDR has been proposed and demonstrated by the authors [14]. It relies on the linear modulation of the instantaneous frequency of the probe pulse (i.e., linear chirp). It has been demonstrated that using a linearly chirped probe pulse, a perturbation in the refractive index of the FUT is translated into a localized, controlled temporal shift of the backscattered trace. This temporal shift is proportional to the applied perturbation, allowing a systematic quantification of the refractive index variation with no need for phase detection systems or time-consuming frequency sweeping strategies [15]. Hence, by calculating local correlations of trace segments between two consecutive power measurements, the absolute value of the applied perturbation can be readily obtained. The accuracy in the correlation measurements broadly depends on two factors: (i) the
correlation noise, which is in turn related to the linear chirp applied to the probe signal, the correlation window, and the signal-to-noise ratio of the trace; and (ii) the phase noise of the light source. In this manuscript, we carry out an analysis of the impact of the laser phase noise on the detection of strain perturbations applied to an FUT, and to what extent the applied linear chirp can affect the signal-to-noise ratio (SNR) of the measurements for a particular laser source. Besides, we propose a simple technique to mitigate the laser phase noise in chirped-pulse ΦOTDR-based DAS. In particular, we demonstrate that an improvement of up to 17 dB in the SNR of the temporal shift calculation can be readily achieved using the proposed technique.

II. ANALYSIS OF THE EFFECT OF LASER PHASE-NOISE IN CHIRPED-PULSE ΦOTDR

A. Operation principle of chirped-pulse ΦOTDR

Before presenting the theoretical analysis of the impact of the laser phase noise in the sensor, several basic relations in chirped-pulse ΦOTDR are reviewed in this sub-section. A comprehensive description of the fundamentals of this sensing technology can be found in [14]. As in traditional ΦOTDR, any uniform perturbation (caused by a temperature or strain change) in a section of the FUT can be treated as a refractive index change, which induces a change in the optical path difference between scattering centers. Such refractive index change can be compensated by a shift of the pulse frequency \( \Delta \nu \) (assuming small index changes, \( \Delta n < \nu \) where \( \nu \) is the effective refractive index of the fiber). When a linearly chirped pulse is launched into the FUT, that refractive index variation translates into a proportional temporal shift \( \Delta t \) in the corresponding section of the detected power trace. The relationship between \( \Delta n \) and \( \Delta \nu \) with \( \Delta t \) is related to the amount of chirp applied as [14]

\[
\frac{\Delta n}{\nu_0} = \frac{\Delta \nu}{\nu_0} = -\frac{1}{\nu_0} \left( \frac{\Delta \nu_p}{\tau_p} \right) \Delta t, \tag{1}
\]

where \( \nu_0 \) is the central frequency of the probe pulse, \( \tau_p \) is its temporal length, and \( \Delta \nu_p \) is the chirp spectral content. In the above expression, \( \Delta \nu_p \gg \Delta \nu \), so that there is a linear relationship between temporal shift and refractive index (or frequency shift) variation [14]. This leads to the requirement that \( \Delta t \) has to be much shorter than \( \tau_p \) (namely within 2-3\%, as observed experimentally), imposing a limit to the maximum measurable perturbation for a particular value of chirp. The induced temporal shift \( \Delta t \) can be obtained by means of trace-to-trace temporal correlations. Once \( \Delta n \) is known, it can be directly related with the temperature change \( \Delta T \) or strain \( \Delta \varepsilon \) with the expressions provided by Y. Koyama in [16], i.e.,

\[
\Delta n / n \approx -6.92 \times 10^{-6} \cdot \Delta T = -0.78 \cdot \Delta \varepsilon.
\]

B. Impact of the laser phase noise in the system

Let us assume that probe pulse \( P(t,z) \) has a rectangular intensity profile of amplitude \( E_0 \) and temporal length \( \tau_p \), and whose instantaneous frequency profile is given by

\[
\nu(t) = \nu_0 + \left( \frac{\Delta \nu_p}{2 \Delta t_p} \right) \left[ t_1 / \tau_p \right].
\]

The expression of \( P(t,z) \) can be written as

\[
P(t,z) = E_0 \cdot \text{rect}\left( \frac{t - t_z}{\tau_p} \right) e^{i 2 \pi \nu_0 t} e^{i \nu_0 z}, \tag{2}
\]

where \( t_z \) is considered to be the time taken by the pulse to reach the position \( z \) in the fiber and \( \varphi(t) \) is the random phase noise induced by the laser. The random instantaneous frequency due to the phase noise \( \varphi(t) \) is defined as

\[
\nu_i(t) = \frac{1}{2\pi} \frac{d \varphi(t)}{dt}.
\]

According to (1), it can be easily demonstrated that, to first order, the frequency noise of the laser \( \nu_i(t) \) induces a local temporal shift in the trace

\[
\Delta t_i(t) = \left( \frac{\tau_p}{\Delta \nu_p} \right) \nu_i(t). \tag{4}
\]

Hence, the temporal shift induced in the trace will be then associated to a variation in the refractive index of the FUT, inducing an error in the strain measurement. Thereby, this induced error is related with \( \nu_i(t) \) as

\[
S_\varepsilon = \frac{S_{\nu_i}}{(0.78 \cdot \nu_0)^3} \propto \Delta f,
\]

where \( S_\varepsilon \) and \( S_{\nu_i} \) are the strain and the random instantaneous frequency noise power spectral densities (PSD), respectively, and \( \Delta f \) is the laser static linewidth, which is directly proportional to \( S_{\nu_0} \) [17]. From (5), it can be concluded that the strain uncertainty of the sensor is also proportional to the laser static linewidth. Hence, choosing a laser with low phase noise is, in principle, essential to realize low uncertainty measurements [18].

Equation (4) shows the inverse relationship between the chirped pulse bandwidth and the \( \Delta \tau \) error induced by the laser phase noise. Thus, when the laser phase noise is the limiting factor, the higher the probe pulse chirp, the lower the uncertainty in the determination of the delay. However, the nominal delay induced by the refractive index variation to be measured is also inversely proportional to the pulse chirp (1) [14]. Eventually, the chosen pulse chirp will have no effect on the accuracy of the measurement in chirped-pulse ΦOTDR schemes (i.e., both signal amplitude and laser phase noise effects scale inversely with the chirp). Still, it is important to consider that, due to the relationship between delay and probe pulse width inherent to the system (\( \Delta \tau < 0.03 \tau_p \)) [14], a higher pulse chirp will enable the proper measurement of higher vibration amplitude between two consecutive traces, see (1). As such, the most convenient choice in terms of chirp values appears to be the higher chirp value allowed by the available system detection bandwidth.
The conclusions reached in the previous section are experimentally validated in what follows. The setup employed to carry out the analysis of the phase noise is shown in Fig. 1, which can be divided in three main blocks. The first block accounts for the generation of the chirped probe pulse. Here, a laser diode (LD) working in continuous emission is driven by a current and temperature (I&T) controller to select the central wavelength. A secondary current control applies a repetitive electric ramp signal to the laser driver, inducing a linear chirp at certain times in the outputted light. Then, a semiconductor optical amplifier (SOA) gates the chirped signal creating square optical pulses of 100 ns width with an extinction ratio > 50 dB and a repetition rate of 40 kHz. The chirp spectral content of the pulses is controlled by the peak voltage of the ramp, which is varied to induce spectral contents of 350 MHz, 590 MHz and 860 MHz, corresponding to chirp values of $3.5 \times 10^{15}$ s$^{-2}$, $5.9 \times 10^{15}$ s$^{-2}$ and $8.6 \times 10^{15}$ s$^{-2}$, respectively. An erbium-doped fiber amplifier (EDFA) boosts the power of the optical pulses before injecting them into the fiber. A dense wavelength division multiplexer (DWDM) follows the EDFA to filter out part of the generated amplified spontaneous emission (ASE). The bandwidth of this DWDM is 0.8 nm. Finally, a tunable attenuator is used to control the peak power of the pulses so that nonlinear effects along the FUT are avoided. The second block corresponds to the FUT. It consists of a fiber spool of 1 km whose last 20 m are coiled around a piezoelectric transducer (PZT). The PZT is connected to an electrical signal generator and allows us to apply controlled vibrations on the fiber. The third block handles the detection of the backscattered trace. For this purpose, the signal is first amplified and filtered in. Then, the resulting signal is directly detected using a p-i-n photo-detector with a bandwidth of 1 GHz and a high-speed digitizer with 40 GSp/s sampling rate.

To study the relationship between the measurement uncertainties and the laser phase noise, three LDs with different linewidths, namely 5 MHz, 50 kHz and 25 kHz, have been employed. The PZT induces a sinusoidal perturbation of 2 kHz and amplitude of 40 nε, which is first detected using the three lasers and the chirped pulses of 860 MHz. In this case, the resolution of the measurement is 1 nε. The three strain measurements are presented in Fig. 2, which shows the last 100 m of FUT. In the remainder of this paper, we refer all the mentioned fiber positions to those last 100 m. In the figure, the noise level difference between measurements is clearly noticeable. In particular, Fig. 2(a) shows the measurement obtained when using the laser with the highest linewidth, i.e., 5 MHz. The region affected by the vibration, between 70 m and 90 m in the figure, can be discerned but it is slightly diffuse due to the high level of noise covering the measurement. In contrast, the lasers with lower linewidths (lower phase noise) present better results, as observed in Fig. 2(b) and (c). Here, the region affected by the vibration is clearly defined and the non-affected region is almost totally flat. As expected, the laser with lowest linewidth (25 kHz) presents the best results.

In order to quantify the SNR improvement in the
measurements obtained from the different lasers, we compare the power spectral density (PSD) of the recorded vibrations, namely at 78 m (point of maximum amplitude), over a recording time of 0.4 s. The obtained PSDs are plotted in Fig. 3, from which we can verify that the 2 kHz vibration has been correctly detected. A low frequency, noise of about <100 Hz is also present in the measurements, which is mainly attributed to mechanical and thermal fluctuations along the measurements. The frequency peak has almost the same amplitude (-68 dB) in the three curves while the background noise is substantially different in each case, leading to an SNR of 34.4 dB when using the laser with 5 MHz linewidth (black line); while the SNR increases to 54.7 dB and 56.7 dB for the lasers of 50 kHz (red line) and 25 kHz (green line), respectively. Thus, an SNR increase of 20.3 dB (laser with linewidth of 50 kHz) and 22.3 dB (laser with linewidth of 25 kHz) is obtained as compared with the results obtained from the 5 MHz-linewidth laser. The experimental results show a good agreement with the theoretical model: according to Eq. 4, the expected SNR increase between the 5 MHz-linewidth laser and the 50 kHz and 25 kHz-linewidth lasers should be of 20 dB (20.3 dB experimental) and 23 dB (22.3 dB experimental), respectively.

Besides, we also experimentally verify that the chosen pulse chirp does not affect the measurement SNR. For this purpose, the recovered strain variation is obtained for three different chirp values, corresponding to pulse spectral contents of 350 MHz, 590 MHz and 860 MHz, respectively, using the laser with lowest phase noise (i.e., 25 kHz static linewidth). To carry out these measurements, we have reduced the amplitude of the applied sinusoidal perturbation to match with a value of properly measurable strain when using the lowest pulse chirp [14]. The PSD of the obtained results is plotted in Fig. 3(b). As it can be observed from the figure, the strain amplitudes and noise levels are independent on the employed chirp. Note that, although lower values of chirp lead to higher measures of delay (1), the strain amplitude is adequately attained in all cases. Similarly, the level of noise has scaled proportionally, in good agreement with the expected outcome.

Fig. 3. Power spectral density (PSD) of 2 kHz vibrations detected along 0.4 s recording time. (a) Results obtained when using a probe pulse with chirp spectral content of 860 MHz, generated from the laser with linewidth of 5MHz (black line), 50 kHz (red line) and 25 kHz (green line). The inset shows a detail of the 2 kHz frequency peak. (b) Results obtained when using the laser with 25 kHz linewidth and different values of chirp, namely 860 MHz (green line), 590 MHz (blue line), and 350 MHz (pink line).

Fig. 4. Strain measurements after laser phase-noise compensation using the laser with linewidth of (a) 5 MHz; (b) 50 kHz; and (c) 25 kHz.
IV. PHASE-NOISE CANCELLATION METHOD

As explained in Section II.B, in chirped-pulse ΦOTDR-based sensors the phase noise directly induces an error in the strain measurement, which is proportional to the laser frequency fluctuations (3,4). In this Section, we present a simple methodology to significantly reduce the error induced by the laser phase noise in this sensing technology.

The finite linewidth of commercially available lasers produces a deviation in the emitting frequency over the nominal central frequency \( \nu_0 \). This variation must be slower than the pulse width, as this is a general restriction of ΦOTDR setups (i.e., the laser source must have a coherence time longer than the pulse width). However, the central frequency of each pulse may differ from pulse to pulse, \( \nu_0 + \nu_k \), where the subscript \( k \) stands for each different pulse within the input pulse train. Under these considerations, it is inferred that each detected backscattered trace may suffer a particular deviation (i.e., a local delay) that is maintained along the whole trace, but different from the other traces. This phenomenon is clearly observed in Fig. 2(a), in which horizontal lines, corresponding to a noise pattern which is constant along the fiber position but varying in time, appear superimposed to the signal. This means that the frequency fluctuations of the input laser can be, to some extent, measured with the chirped-pulse ΦOTDR scheme. This is the basis that allows compensation of this noise. Hence, to mitigate the effect of that laser phase noise in ΦOTDR measurements, we propose the following simple strategy. A portion of FUT must be kept unperturbed. The trace resulting from this fiber section will only contain low frequency environmental fluctuations (which can be minimized e.g., by introducing this section of fiber under a water bath or in a soundproof box) and the frequency fluctuations caused by the laser linewidth. By averaging the temporal shift induced in the trace along this unperturbed fiber section, it is possible to obtain the temporal pattern of laser frequency fluctuations (\( \nu_k \)) and compensate them along the complete fiber length. The length of the unperturbed section has to be chosen long enough so that fast phase noise fluctuations plus additional terms of thermal and optical noise are completely averaged.

To prove the validity of the proposed technique, we have calculated the laser frequency-noise fluctuations from the first 20 m of FUT shown in Fig. 2 (recall that the figure shows the last 100 m of fiber). We have subtracted the fluctuation average obtained from these 20 m to the whole detected traces. The obtained results are plotted in Fig. 4, from which we can observe a substantial improvement in the detection of the sinusoidal vibrations. This improvement is particularly evident in the case in which the 5 MHz-linewidth laser is employed (Fig. 4(a)). In this case, the background noise has been almost completely eliminated, in such a way that the sinusoidal perturbation is now clearly distinguishable. To quantify the attained improvement, we have measured the SNR from the PSD of the resulting curves. Fig. 5 presents the PSD of the compensated measurements at 78 m, over 0.4 s. The SNR improvement achieved from the proposed frequency-noise compensation method is 14.1 dB for the 5 MHz-linewidth laser (Fig. 5(a)); 17.1 dB for the 50 kHz-linewidth laser (Fig. 5(b)); and 16.4 dB for the 25 kHz-linewidth laser (Fig. 5(c)). The fact that the noisiest laser presents the lowest frequency-noise compensation can be due to the fact that the proposed technique only compensates for the instantaneous frequency fluctuation (i.e., the first derivative of the laser phase noise, see (3)). In general, a noisier laser will have higher values of higher-order phase noise components, which cannot be compensated by the proposed methodology. In addition, in Fig. 5, we can also observe that the low frequency fluctuations (< 100 Hz) are maintained after the laser frequency-noise compensation, which corroborates the fact that we have only affected the frequency noise fluctuations of the laser, but not the small thermal and mechanical drifts of the reference fiber section. Also, in the PSD obtained from the lasers with 50 kHz
and 25 kHz bandwidth it is possible to observe harmonics of the fundamental vibration frequency that could be barely observed prior to the frequency noise compensation. It is worth mentioning that those harmonics have an amplitude about 25 dB below the fundamental peak, attesting for the high linearity of the chirped-pulse ΦOTDR sensing technology. The obtained results expose the strong potential of chirped-pulse ΦOTDR for high SNR strain measurements even when using relatively low coherence lasers (although always much longer than the probe pulse width).

V. CONCLUSIONS

The negative impact of the laser phase-noise in chirped-pulse ΦOTDR-based sensors has been studied both theoretically and experimentally. In particular, we have proven that the laser phase-noise induces an uncertainty in the temperature/strain measurement which is directly proportional to the laser frequency fluctuations. This is owing to the fact that the random frequency drifts of the laser generate different temporal shifts in the traces, which are readily associated with variations in the refractive index of the FUT. Hence, we have shown that narrower laser linewidths allow a significant increase in the SNR of the strain recording. The experimental analysis has been performed using three different lasers with linewidths of 5 MHz, 50 kHz and 25 kHz, respectively. An SNR enhancement of ~22 dB has been obtained when decreasing the linewidth from 5 MHz to 25 kHz, in good agreement with the expected theoretical trend. Additionally, considering the way the laser phase-noise impacts on the detected traces, we have presented a simple technique to mitigate the induced temperature/strain uncertainty. The basis of the technique lies on the fact that small frequency deviations in the input laser can be quantified in a section of fiber that is mechanically and thermally isolated. This unperturbed fiber section allows us to measure the pulse-to-pulse frequency deviation, and therefore compensate for this deviation in each trace by simple subtraction of the corresponding delay. By using this method, up to 17 dB SNR enhancement has been achieved (14 dB when using the noisiest laser, i.e., that one with 5 MHz linewidth). The presented results reveal the robustness of chirped-pulse ΦOTDR, since it allows single shot, quantitative, high SNR strain measurements with relatively low coherent laser sources (still always with much longer coherence times than the pulse width) and direct detection schemes.
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