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Phase-sensitive optical time-domain reflectometry (pOTDR) is widely used for the distributed detection of mechanical or environmental variations with resolutions of typically a few meters. The spatial resolution of these distributed sensors is related to the temporal width of the input probe pulses. However, the input pulse width cannot be arbitrarily reduced (to improve the resolution) since a minimum pulse energy is required to achieve a good level of signal-to-noise ratio (SNR), and the pulse peak power is limited by the advent of nonlinear effects. In this Letter, inspired by chirped pulse amplification (CPA) concepts, we present a novel technique that allows to increase the SNR by several orders of magnitude with respect to conventional pOTDR, in a method named chirp-OTDR [6]. This technique involves applying a linear frequency modulation (LFM) to the probe pulse, followed by numerical compression of the received backscattered trace using a simulated matched filter. The spatial resolution (demonstrated value of 47 cm) was determined by the pulse frequency bandwidth induced by the LFM process, rather than the pulse duration (which could be raised up to 2 µs). This increase in pulse width in principle allows an increased dynamic range and SNR. However, the technique shows some problems for a perfect compression, among them the effect of laser phase noise and the effect of random polarization evolution along the trace.

In this Letter we demonstrate a new pOTDR configuration inspired by the concept of chirped pulse amplification (CPA) [9,10]. The method proposed here achieves spatial resolutions in the centimeter range while increasing the SNR by several orders of magnitude with respect to conventional pOTDR techniques. Our technique involves the physical time-stretching and amplification
of an ultra-short (e.g., picosecond) probe optical pulse in a dispersive medium, followed by propagation of such a pulse through the fiber under test (FUT), and subsequent compression of the resulting backscattered trace using the conjugated dispersive medium (i.e., a medium with the same dispersion magnitude as the first one, but opposite sign). This method is conceptually similar to that of OPCF, with the critical advantage that the process of pulse compression is directly realized in the optical domain, avoiding the need for phase detection of the backscattered trace and subsequent digital processing. Not only this greatly simplifies the scheme, but it also largely reduces the polarization sensitivity. The proposed technique has been experimentally validated, proving a system with a spatial resolution of 1.8 cm and an SNR increase of 20 dB with respect to the traditional qOTDR scheme.

To model our scheme, we start by considering a highly coherent optical pulse with complex envelope \(p(t)\) that is injected into the FUT. Typically, a full width at half maximum (FWHM) pulse-width of nanoseconds is required for a sufficiently high SNR. The detected backscattered signal \(e(t)\) is given by the convolution of \(p(t)\) and the backscattering impulse response of the FUT \(r(t)\) [2-4],

\[
e(t) = p(t) \otimes r(t)
\]  

(1)

The backscattered signal is expressed in the spectral domain as

\[
E(\omega) = P(\omega) \cdot R(\omega)
\]  

(2)

where \(E(\omega)\), \(P(\omega)\) and \(R(\omega)\) are the Fourier transforms of \(e(t)\), \(p(t)\) and \(r(t)\) respectively.

In our approach, the input pulse \(p(t)\) has initially a width that is several orders of magnitude smaller than those used in conventional qOTDR (e.g., down to the picosecond regime). To reach a measurable energy in the measured trace, the probe pulse is first temporally stretched using a second-order dispersive device, providing predominantly a linear group delay with respect to frequency [10]. This leads to the spreading of the pulse energy over a longer temporal interval, thus reducing its peak power. The stretched pulse is then amplified up to the limit of appearance of nonlinear effects in the FUT (principally modulation instability), which are essentially dependent on the pulse peak power [4]. Assuming that only second-order dispersion is introduced, the spectrum of the pulse injected into the FUT is then

\[
P_n(\omega) = G \cdot P(\omega) \cdot \exp \left( j \frac{\Phi}{2} \omega^2 \right)
\]  

(3)

where \(G\) is the gain introduced by the amplification stage and \(\Phi\) is the second-order dispersion coefficient of the dispersive device. The received backscattered spectrum and corresponding temporal trace are

\[
E_n(\omega) = P_n(\omega) \cdot R(\omega) \leftrightarrow e_n(t) = p_n(t) \otimes r(t)
\]  

(4)

Using Eqs. 2 and 3 in Eq. 4, we can write the backscattered signal in the frequency domain as

\[
E_n(\omega) = G \cdot E(\omega) \cdot \exp \left( j \frac{\Phi}{2} \omega^2 \right)
\]  

(5)

Upon arrival of the backscattered contributions, a second dispersive device with equal dispersion magnitude and opposite sign is used to compensate for the dispersion induced in \(p(t)\)

\[
E_{\text{comp}}(\omega) = E_n(\omega) \cdot \exp \left( -j \frac{\Phi}{2} \omega^2 \right)
\]  

(6)

Substituting Eq. 5 into Eq. 6, the latter can be simplified as

\[
E_{\text{comp}}(\omega) = G \cdot E(\omega) \leftrightarrow e_{\text{comp}}(t) = G \cdot e(t)
\]  

(7)

It can be concluded from Eq. 7 that the presented system behaves essentially as a conventional qOTDR, with a spatial resolution given by the input pulse-width before time-stretching. The SNR of the measurement, however, is dictated by the energy of the transmitted pulse after time-stretching and amplification, which can be substantially increased before reaching the nonlinearity threshold.

The experimental setup used to demonstrate this concept (Fig. 1) is similar to a traditional qOTDR (such as the one reported in e.g. [2]), but including two opposite-dispersive media in a configuration that emulates a CPA scheme. In this example, we use two linearly-chirped fiber Bragg gratings (LC-FBG) as dispersive media [10]. A passively mode-locked laser (working at a central wavelength of 1555.4 nm) generates transform-limited optical pulses with a FWHM of 7 ps (corresponding to a 3-dB bandwidth of 55 GHz), at a repetition rate of 10 MHz. The high repetition rate of the source limits the sensing range to a maximum length of 10 m. For this reason, the FUT used in this proof-of-concept is a spool of single-mode fiber (SMF) with a length of approximately 8 m. The sensing range could be extended by simply choosing a lower-rate pulse source. However, it is worth noting that the range could not be extended arbitrarily: dispersion-induced pulse broadening will generally limit the maximum range attainable by the system in sub-centimetric resolution setups. In our case, the maximum measurable length should be around 120 m to maintain the resolution value. The input pulse is first dispersed by an LC-FBG, with a second-order dispersion of \(\Phi \sim 2600\) ps² (equivalent to \(\sim 120\) km of standard SMF). The dispersed pulse is then amplified by an Erbium-doped fiber amplifier (EDFA) up to the peak power limit imposed by modulation instability [4]. The amplified spontaneous emission (ASE) added by the EDFA is substantially minimized using a tunable optical filter. An optical circulator serves to launch the signal into the FUT and collect the backscattered response. This backscattered signal is also amplified and filtered to reduce the ASE. Next, the dispersion is compensated on the backscattered signal using a second LC-FBG with opposite dispersion to the first one. Finally, the resulting traces are detected by a 35 GHz photo-detector and recorded by an 80 GSPs sampling oscilloscope (Tektronix CSAB200). To test the proposed configuration, several regions of the employed FUT are used as sensed points, namely the interfaces at the port 2 of the circulator, an APC/APC connector and a 1.5 cm-long fiber section in which a controlled strain is applied, see Fig. 1. The reflection produced by the last APC/APC connector is attenuated via a 15 dB/cm highly attenuating fiber spliced at the end of the FUT, in order to avoid saturation of the photo-detector. Additionally, strain variations through a 1.5 cm fiber section glued to a micrometric translation stage are also well detected.

We now present the experimental results obtained from the proposed scheme, and compare them with the results obtained from a traditional qOTDR system (without the LC-FBGs). Figure 2 shows the temporal intensity profile of the pulse emitted by the laser (a) and the broadened pulse (b).
The theoretical curve (in continuous line) for the pulse emitted by the laser is obtained from the measured signal spectrum (Fig. 4a, black curve), assuming a transform-limited input. Note that the bandwidth of the employed photo-detector is only 35 GHz, well below the nominal pulse bandwidth of 55 GHz. For this reason, the laser pulse measured by the detector (Fig. 2a) presents a temporal width wider than the nominal value and several ripples in the trailing edge. The maximum estimated resolution of the sensor will then be limited by the detector response, which in this case is ~30 ps, corresponding to a resolution of ~3 mm [1]. The measured FWHM of the stretched pulse is ~1 ns, which is roughly 100 times larger than the input pulse. The theoretical dispersed pulse in Fig. 2b is obtained by simulating the propagation of the laser pulse through a dispersive medium with the characteristics of the LC-FBG used in the experiment. The experimental measurements present good agreement with the theoretical model. We start showing the detected backscattered traces, resulting from the 8 m SMF used as FUT, when launching a 7 ps-FWHM pulse (i) non-dispersed (Fig. 2a), and (ii) dispersed by the LC-FBG (Fig. 2b). The optical peak power in both cases was boosted up to the limit of modulation instability, i.e., around 40 W for this fiber length. In the second case, the trace is compressed by the second LC-FBG. Figure 3 shows the two detected traces after averaging 4000 times. Figure 3a shows the trace using the non-dispersed pulse (conventional qOTDR), while Fig. 3b shows the trace obtained by employing the stretched and amplified pulse (FWHM of -1 ns) and compensating the previously induced dispersion. It was essential to average the traces 4000 times to reach a minimum level of SNR in the trace obtained without CPA (Fig. 3). Actually, the SNR of the trace obtained using CPA is ~4 dB when no averaging is applied. The temporal length of the stretched pulse is almost 100 times higher than that of the non-stretched pulse, and both have the same peak power. Hence, the energy of the former is almost 100 times higher. This leads to an expected increase of the SNR of the sensor by ~20 dB, which can be verified from the measured traces presented in Fig. 3. It will be shown below that the spatial resolution is the same in both cases.

An additional advantage of the proposed configuration is the fact that the system is more robust than the traditional scheme against other nonlinearities. To validate this claim, the optical spectrum of the dispersed and non-dispersed pulses after propagation through the FUT are recorded and analyzed (maintaining the peak power at 40 W). These spectra are plotted in Fig. 4a. It can be observed that, after 8 m of fiber propagation, the spectrum of the non-dispersed pulse starts to broaden due to self-phase modulation (SPM), increasing the bandwidth from 55 GHz to 65 GHz. On the other hand, the dispersed pulse maintains the original bandwidth, as it is shown in Fig. 4b. This owes to the fact that the SPM-induced broadening is larger for shorter Gaussian pulses. Time-stretched pulses are therefore more robust against this effect. The experimental results have also been confirmed theoretically. For this purpose, a Gaussian-like function was fitted to the spectrum of both input signals. Then, the non-linear effects induced in the signals were simulated by solving the non-linear Schrödinger equation (NLSE) using a split-step Fourier method with adaptive step size [6]. Figure 4 shows the numerically obtained pulse spectra in continuous line, which are in good agreement with the experimental results (in dashed line).

The operation of the system is proved by detecting the reflection peaks generated from the sensed points in the FUT. In particular, two initial reflections separated by ~2 cm are generated by the interfaces inside the circulator placed at the fiber input (port 2 of the circulator), and a final one produced by a fiber connector (APC/APC) before the highly attenuating fiber. Figure 5 represents the detailed measurements of these reflections. Fig. 5a shows the reflections detected when using the pulse without chirp (FWHM of 7 ps) and peak power of 40 W. The two reflections produced by the circulator are represented in black; the reflection produced by the APC/APC connector is represented in red and superimposed to

---

**Fig. 1.** Experimental setup. Acronyms are explained in the text.

**Fig. 2.** Instantaneous power measurements of (a) Pulse emitted by the laser; (b) Pulse stretched by the LC-FBG. Notice the difference in the time scales in (a) and (b).

**Fig. 3.** Detected backscattering traces with: (a) pulse without chirp (FWHM of 7 ps) with an input peak power of 40 W, and (b) time-stretched pulse (FWHM of 1 ns) with an input peak power of 40 W and then temporally re-compressed. Both traces are normalized to the noise floor level. SNR is calculated with respect to the average trace level.

**Fig. 4.** Signal spectra before and after propagation through 8 meters of SMF (input peak power of 40 W). (a) Pulse without chirp (FWHM of 7 ps), and (b) pulse stretched and amplified (FWHM of -1 ns).
the first reflection (intensity levels have been adjusted for comparison purposes). As it can be observed, the connector reflection fits perfectly with the first reflection of the circulator, i.e., there is no measurable temporal broadening. As such, the resolution is maintained along the fiber. The temporal width of the peaks is in both cases 30 ps, which corresponds to the initial pulse width (nominal resolution of 3 mm), and so the two interfaces of the circulator can be resolved. The same results are obtained when the CPA scheme is used, as observed from Fig. 5b. The two input interfaces are clearly resolved, even though the duration of the stretched pulse covers both of them (recall that the FWHM of the stretched pulse is ~1 ns, corresponding to a spatial resolution of ~10 cm). If the dispersion was not compensated, the two reflections generated by the circulator would not be distinguishable; this situation is presented in Fig 5c (black). As expected, the resolution in this case corresponds to the temporal width of the stretched pulse (superimposed in red).

Finally, strain perturbations are detected using the proposed configuration. These were applied in a 1.5 cm fiber section (disturbed region in Fig. 1). For this purpose, the disturbed fiber section was glued to a micrometric translation stage, controlling the applied strain (in steps of 700 με). Perturbations below 1.5 cm could not be applied due to the limitations on the available equipment. For this reason, in spite of the fact that the nominal resolution is 3 mm, sub-centimetric resolutions could not be demonstrated. The obtained results are plotted in Fig. 6, (traces with different strain are plotted with different colors). Figures 6a and 6b present the affected region in the re-compressed and non-recompressed traces, respectively. In the top of Fig. 6b, a detail of the affected and the non-affected region is presented for clarification purposes. As it was expected, the affected region in Fig. 6b is much longer than in Fig. 6a, since the dispersion was not compensated in the former case. To further analyze these results, the accumulated square trace differences of Fig 6a and Fig 6b are represented in Fig. 6c and Fig. 6d, respectively. This way, we can easily determine the length of the affected region in both cases, namely, 1.8 cm for the re-compressed traces and 20 cm for the non-recompressed traces. Hence, we have proved the ability of the proposed configuration to detect a perturbed fiber section much shorter than the stretched pulse width.

To sum up, in this work we have proposed a novel technique to increase the SNR of high-resolution qOTDR systems using concepts borrowed from CPA. The input pulses are temporally stretched by a suitable dispersive device, and the backscattered traces are re-compressed in the optical domain prior to detection. This allows to substantially increase the probe pulse energy, while avoiding nonlinear interaction within the fiber under test, resulting in an increased SNR without compromising the spatial resolution of the sensor. This configuration allows for high resolution measurements without the need for coherent detection or signal post-processing (as required for instance in OPCOR). By compressing in the optical domain with a polarization-insensitive element, we avoid the need for phase detection (which is typically polarization-dependent). Thus, our method should exhibit very low polarization dependence. The reported experiment demonstrated an SNR increase of 20 dB over the traditional qOTDR architecture in a system with 1.8 cm spatial resolution.
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